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Punching Shear Strength of Reinforced Concrete Flat Plates with
Openings

Prof. Dr.Nazar K. Oukaili, University of Baghdad, dr_nazar12000@yahoo.com
Thaar Saud Salman, University of Wassit ,thaar20042000@yahoo.com

ABSTRACT

Test results of six half-scale reinforced concrete flat plates connections with an opening in the vicinity of the
column are reported. The test specimens represent a portion of a slab bounded by the lines of contraflexure
around the column. The tests were designed to study the effect of openings on the punching shear behavior
of the slab-column connections. The test parameters were the location and the size of the openings. One
specimen had no opening and the remaining five had various arrangements of openings around the column.
All specimens were cast with normal density concrete of approximately 30 MPa compressive strength. The
openings in the specimens were square, with the sides parallel to the sides of the column. Three sizes of
openings were used: the same size as the column (150 x 150 mm), 67 percent of the column size (100 x
100mm), and 150 percent of the column size (225x225mm). Due to the presence of the openings, the
specimens showed a decrease in punching shear capacity ranged between 11.43% and 29.25% with respect
to the control solid slab. Also, the stiffness decreased between 0.31% and 83.00%, depending on the size and
location of these openings with respect to the column.

KEYWORDS: Flat plates, Openings, Slab-column connection, Punching shear, column.
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1. INTRODUCTION

Reinforced concrete flat plate structure is a widely
used in low to medium-rise multistory buildings,
it consists of a floor or a roof of a uniform
thickness carried directly by prismatic columns.
The drop panels, column capitals and spandrel
beams are omitted.

Since 1950, flat plate slab has proved economical
in tall apartment house construction (Ferguson,
1981), it is preferable in bridge decks and multi-
storey structures such as office buildings and car
parks for many reasons such as its simplicity and
accelerating site operations in addition to its
allowance for easy and flexible arrangement of
columns, partitions and hence reduction of the
overall height of tall buildings (McCormac, 2001).

The critical problem in the design of concrete flat
plate is the concentration of shear stresses around
the column-slab connection which can cause
abrupt punching shear failure at loads far below
the slab flexural strength. Punching shear failure
of the slab is usually sudden and leads to a
progressive collapse of the flat plate structures.
The local and brittle nature of the punching shear
failure in the form of column punching through
the slab along a truncated cone is caused by a
diagonal cracking around the column (Hong and
Yew-Chang, 2003).

In flat plate floor systems there is often a need to
install new services that required openings in the
vicinity of columns. The openings are required
mainly for sanitary reasons, ventilation, heating,
air conditioning and electrical ducts.  The
existence of the opening takes away part of the
volume of concrete responsible for resisting shear
force and unbalanced moment, which in turn
further reduces the punching shear capacity of the
slab-column connection. The connection is
therefore more wvulnerable to brittle punching
shear failure.

Over the past 100 years only a moderate amount
of research has been conducted on punching shear
strength of flat reinforced concrete slabs with
openings in the vicinity of columns, in
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comparison with other subjects matter in
structural engineering. This is reflected in the
codes of practice covering the design of such
structural systems where the conservative nature
of code predictions has been widely recognized
(Guan, 2009). Moe (1961) conducted an
investigation focused on the failure of reinforced
concrete slabs and footings in shear, where a wide
range of experiments were conducted on a variety
of different slabs with openings adjacent to the
columns. Hognestad et al. (1964) carried out
further laboratory tests on slab- interior column
connections with openings with particular
emphasis on lightweight aggregate concrete slabs.
Not until the mid 90’s that studies on the punching
shear behavior of slab-column connections with
openings have regained researchers’ attention
(Guan, 2009). Various laboratory investigations
have been conducted including openings in the
vicinity of square columns by El-Salakawy et
al.(1999), Teng et al.(2004), and Bompa and One
(2010). However, these researches seem to be
limited. The tests reported in this paper partially
fill this void.

2.RESEARCH SIGNIFICANCE

In design and construction of reinforced concrete
members, the shear failure should be prevented.
Openings near the columns decrease the punching
shear capacity of slab. Therefore, understanding
the behavior of slabs with openings is important
for developing safe design procedures.

3. TEST SPECIMENS

The test specimens were half-scale and
represented interior columns connected to a slab
bounded by the lines of contraflexure around the
column. The dimensions of the specimen were
defined by performing the analysis of a typical
floor system consisting of three 4.25m bays in one
direction and an infinite number of 4.25m bays in
the other. The resulting test slabs were 70mm
thick and had in-plane dimensions of 1000x1000
mm. the columns’ cross sections were 150mm
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square and the high of the columns above the slab
was 200mm (Fig.1).

A total of six specimens (XXX, SFO, CFO, LFO,
CCO0, and CF1) were tested. The main parameters
were the location and the size of the opening. All
openings in the specimens were square with the
sides, of length I, parallel to the sides of the
column ,c. Three sizes of openings were used:
(150x150mm) with I/c=1, (100x100mm) with l/c=
0.67, and (225x225) with 1/c=1.5, where c is the
length of the side of the column (Fig. 2).

The specimen designation can be explained as
follows. The first letter indicates the size of the
opening(C=  column  size=  150x150mm,
S=smaller size=100x100mm, and L=larger size=
225x225mm). The second letter indicates the
position of the opening around the column
(F=front and C=corner), and the third letter
indicates the distance D of the opening from the
column face, divided by the thickness of the slab h
(D/h=0, and 1). In case of a solid slab (without
opening), the designation (XXX) is used. The
entire characteristics and details of the tested
specimens are listed in Table 1.

All  specimens were supported on the
(900%x900mm) perimeter on the bottom of the
slab. The top of the specimen represents the slab
compression surface under vertical load. This is
opposite to the situation in a real slab-column
system where compression is on the bottom.

All specimens were reinforced by one bottom
layer of (6mm in diameter) steel bars, spaced
(75mm) c/c in each direction and arranged to give
an average effective depth (da,,) of (54mm). All
column stubs were reinforced with four (12mm)
longitudinal bars and (6mm) as transverse
reinforcement (ties). The openings were not
bordered with reinforcement as it used and
requested by code design specifications. This
condition was imposed in order to find out which
is the quantum when bordering is passed over and
the cut in slab is made on site without accounting
the possible loss of strength in the control
perimeter. The reinforcement details of the
specimens are shown in Fig. 1.
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The specimens were constructed using a normal
density concrete with a compressive strength of
approximately 30 MPa. The concrete was
produced in the laboratory using normal portland
cement, fine aggregate, and crushed coarse
aggregate of 10 mm maximum nominal size.
Table 1 lists the final strengths based on the
average values from the tests performed on at
least three 150 x 300mm cylinders for each test
specimen. The tensile strength of the concrete
was determined by performing the split cylinder
tests. The properties of the steel used in the
reinforcing mats of the slabs are listed in Table 2.

4. TEST PROCEDURE

All specimens were tested using the hydraulic
testing frame (Fig. 3). Flat plate specimens were
placed inside the testing frame so that support
lines, point load and dial gauges were fixed in
their correct locations. The specimens were then
loaded centrally through the column stub with
monotonically increasing load until failure. The
load was applied slowly in increment of (3.5 kN)
using a hydraulic jack of (1000 kN) capacity.

At each loading stage, the test measurements
included the magnitude of the applied load,
deflection of the slab at five locations(Fig.4), first
crack width, and strain in compressive face of slab
were recorded.

At the end of each test, the angle at which the
shear cracks propagated away from the column
face was measured and the crack pattern and
mode of failure for each specimen were carefully
examined.

5. TEST RESULTS AND DISCUSSION

5.1. General Behavior and Crack Patterns

Six specimens failed in a brittle sudden punching
mode. Under loading, the first cracks (flexural)
occurred at a load range of about (21.1% to
28.6%) of the ultimate punching capacity of the
specimens. The cracks first started with diagonal
cracks running from the corners of the column
stub toward the slab edges on the tension side. As
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the load was increased, circumferential cracks
occurred at a location farther away from the
column stub and developed gradually over the
entire slab. At load of (54.9% to 63%) of the
failure load of the specimens, the flexural cracks
reached all the way out to the edges of the slabs.
The first cracks generally reached the edges at a
distance equal approximately 201 to 324 mm from
the corners of the slab.

The formation of inclined shear cracks was visible
inside the openings during testing of interior slab-
column connections. These cracks developed at
approximately (40-80%) of the failure load at an
angle of approximately (26-53) degrees. The
inclined shear cracks usually started from flexural
cracks. Very often these flexural cracks first
developed in the corner of the opening.

In Specimens SFO0, CFO, and LFO (openings
immediately adjacent to the face of the column),
the first cracks started in the nearest corners of the
opening to the column, and propagated to the
edges of the slab. At load of (48%-59%) of the
ultimate load, other cracks formed in the farthest
corners of the opening, and propagated to the
corners of the slab.

In Specimen CCO (opening immediately adjacent
to the corner of the column), the first cracks
initiated in the corner of the opening near the
column. Other cracks formed in the opposite
corner at approximately 40% of the failure load
and migrated to the nearest corners of the slab.

In Specimen CF1 (opening at distance of 70mm
from the column face), the first cracks formed
between the corners of the column and the closest
corners of the opening, instead of developing from
the column corners to the slab edges. At slightly
larger load, other cracks started from the farthest
corners of the opening and migrated to the corners
of the slab. The inclined cracks that caused failure
for this specimen did not start at the corner of the
opening, but traveled approximately straight
through the opening at mid-distance between the
corners.

Punching Shear Strength of Reinforced
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In general, signs of punching failure in specimens
were evident in the formation of one major
circumferential crack, away from the column face
and the sudden and brittle punching of the column
stub through the slab. While punching of the
column stub through the slab at the compression
face occurred at the face of the column.

The cracks pattern at the tension and compression
face as well as inside the openings for all
specimens after failure are shown in Fig. 5 to 10.
In all specimens, the shear failure cone ranged on
average from 154 to 191mm from the face of the
column which corresponds 2.86 to 3.54d, where d
is the effective depth of the slab.

5.2. First Cracking and Ultimate Loads
Results

In order to compare the test results of specimens
with different compressive strength, the measured
load of each specimen is normalized to the
concrete compressive strength of the control
Specimen XXX (35.69 MPa). The normalized
load is obtained by multiplying the measured load
by (35.69/f,)"2. Where f. is concrete compressive
strength of the individual specimen in MPa. This
method, to compensate for the differences in a
concrete strength, was adopted in the most
previous researches conducting on punching shear
strength of concrete flat plates (El-Salakawy et al.
(1999), Harajli and Soudki (2003), Polak et al.
(2003), Sharaf et al. (2006), Soudki et al. (2012))

The experimental results for cracking and ultimate
loads of all specimens are given in Table 3. The
test results show that, due to the openings
existence, both the cracking and ultimate loads
decreased in comparison with the reference Slab
XXX (solid slab) depending on the sizes and
locations of these openings.

The size of the opening has a significant effect on
the capacity of the slab. For specimens with
openings located directly next to the column, the
normalized cracking and ultimate loads of
Specimen LFO with larger opening (225x225mm)
decreased by 47.87% and 29.25% respectively in
comparison with the normalized cracking and
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ultimate loads of Specimen XXX, while for
Specimen  SFO  with  smaller  opening
(100%x100mm), the decreasing in the normalized
cracking and ultimate loads are 14.15% and
12.42%, respectively. This means in other words,
the bigger the opening size the larger the
reduction in both normalized cracking and
ultimate loads, as shown in Fig. 11. It can be seen
that, the reductions in normalized cracking and
ultimate loads are proportional to the ratio of the
opening size to the column size. Additionally,
with increasing the opening size there is more
rapid increase in the reduction in the normalized
cracking load, which is always larger than that in
the normalized ultimate load especially when the
opening size is greater than the column size.

The distance between the column edge and the
opening influences the cracking and ultimate
loads of the concrete flat plate. For Specimen CF1
with a 150x150mm opening located at the
distance of 70mm from the front edge of the
column, both the normalized cracking and
ultimate loads decreased by 13.5% with respect to
the cracking and ultimate loads of Specimen
XXX. For Specimen CFO with the same size
opening located directly next to the column, the
normalized cracking and ultimate loads are
23.28% and 19.65% smaller than those of solid
Specimen XXX, respectively. Fig. 12 shows that,
the further the opening from the column face, the
lower the reduction in both the normalized first
cracking and ultimate loads.

The arrangement of the openings around the
column also affects the cracking and ultimate
loads of the slab. For specimen CCO where
150mm square opening is immediately adjacent to
the corner of the column, there is the smallest
influence of the opening on its punching shear
capacity. The normalized first cracking load
decreased by 13.22% and the normalized ultimate
load decreases by 11.43%. This reduction in
normalized loads is quite small comparing to
specimen CFO with the same size opening located
next to the front of the column. These results are
expected because the opening at the corner of the
column has a smaller effect on the area and the
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inertia of the critical shear section than that
opening at the front edge of the column.

5.3. Load-Defection Response

Figs.13 and 14 compare the normalized load-
central deflection response of all six tested
specimens. It is clear that, the deflection
characteristics are similar for all slabs. In general,
the normalized load- central deflection response
can be divided into uncracked and cracked stages.
The cracked stage can be divided into two
substages: a preyield stage and a postyield stage.
The preyield cracked stage is from the cracking
load to the yield load. The postyield cracked stage
extends from the yield to the punching failure
load.

The behavior of the specimens with openings is
compared to the behavior of specimen XXX
(without an opening) at two load stages: a service
load stage and the failure load stage. The
serviceability limit is about 70-75% of the peak
load (Tan and Zhao, 2004). In the presented
discussion of deflections, the service loads are
equal to 71.16 kN (70% of the peak load of
control specimen XXX). The failure loads are
equal to the recorded failure load, as listed in
Table 3.

The influence of the size of the openings on
normalized load- central deflection behavior is
demonstrated in Fig.13, where the results for SFO
(with a 100x100mm opening), CFO(with a
150x150mm  opening), and LFO(with a
225x225mm opening) are compared with XXX,
the control specimen without opening. The
experimental results confirm that, the larger the
opening the larger the reduction in slab stiffness
or in other words, the larger the deflection at the
same load level. However, the influence of the
opening size on the recorded deflections at service
stage is relatively small when the opening size is
less than the column size as in specimen SFO,
where the maximum measured deflection at
normalized service load is 3.37% larger than that
of control specimen. At failure, this percentage
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increases to 32.18%. The effect of the opening
becomes more significant when the opening size
exceeds the column size as in specimens LFO,
where the maximum recorded deflection at
normalized service and failure loads are 83% and
83.23% respectively larger than those of specimen
XXX.

Fig.14 illustrates the effect of the opening location
on normalized load- central deflection behavior,
where the behavior of specimens with 150 mm
square openings that constructed at different
locations is compared with the behavior of the
solid slab XXX. It can be seen that, there is a
significant increase in the recorded deflection at
normalized service load for specimen with front
edge opening (CF0) about 30.63% over the
control slab, while at failure this percentage
becomes 57.47%. For two other specimens, the
increases in the recorded deflections at normalized
service load are relatively small, which are 0.31%
and 7.50% for specimens CCO and CF1,
respectively. At failure, these percentages become
23.06% (CCO0) and 27.07% (CF1), as listed in
Table 4.

5.4. Cracking Behavior of Specimens

In general, slabs with openings have maximum
crack width larger than the reference slab (XXX)
during the same stage of loading. The existence of
opening in concrete slab-column connection
reduces the rigidity of the connection depending
on the size and location of this opening and that
reflects the increase in the crack width. This is
illustrated in Figs. 15 and 16.

Fig. 15 compares the crack behavior of specimens
with openings immediately adjacent to the column
front face with the crack behavior of specimen
XXX to study the effect of the opening size. There
is significant increase in the crack width with
increasing the size of the opening as shown in Fig.
Fig. 15. At load level of 71.16 kN that represents
service load in solid slab XXX as mentioned
previously, the maximum crack width measured in
specimen with smaller opening size (SFO0) is
66.48% over the solid slab. This percentage
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increases to 296.35 % for specimen with larger
opening size (LFO0).

The influence of the opening location on the
cracking behavior of specimens is shown in
Fig.16. In specimen CFO with front face opening,
the maximum crack width at normalized service
load is 159.97% larger than the maximum crack
width of specimen XXX. The increase in the
maximum crack width at normalized service load
becomes 108.55% when the opening is
immediately adjacent to one of the column corners
(CCO0). In specimen with opening located away
from the front column face (CF1), the maximum
crack width increases about 72.21% over the solid
slab at normalized service load.

At failure loads of specimens, the values of
maximum crack width for specimens with
openings are generally larger than that of solid
control slab at the same load level and ranged
between 71.82% and 296.99% over the control
specimen XXX. However, the values of crack
width beyond 0.41mm are not important because
the slabs are out of the serviceability stage (Nilson
etal., 2004).

5.5. Concrete Compressive Strains

Concrete strains were measured using demec
points where placed on the compression side of
specimens to observe the strain level at punching.
The position and direction of the demec points are
shown Fig. 17. The test results show that, both the
tangential and the radial strains at ultimate loads
for each specimen were inversely proportional to
the distance from the column stub. In addition,
with increasing distance from the column stub
there was a more rapid decrease in the radial
strains, which were always smaller than the
tangential strains.

Figs. 18 and 19 show the relations between
normalized load and maximum concrete
compressive strains for the tested slabs. The
maximum strain values for all specimens were
recorded at line L; (between two demec points)
nearest to the column stub in tangential direction
perpendicular to that passing through opening.
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The figures show that specimens with openings
have maximum concrete strains larger than of
solid specimen at the same stage of loading
depending on the location and size of the opening.
In other words, the bigger the opening size the
greater the maximum concrete strains and for
specimens with same opening size, the closer the
opening to the column front face the greater the
maximum concrete strains.

6.SUMMARY AND CONCLUSIONS

The main conclusions can be summarized as
follows:-

1. All specimens failed in punching shear
mode.

2. The size of the opening affects the
capacity of the flat plate. The ultimate strength
of the flat plate with the larger opening
decreased by 29.25% with respect to the
ultimate strength of solid specimen. For the
specimen with a smaller opening, the decrease
in capacity was12.42%.

3. The further the opening from the column,
the higher the ultimate strength of the
connection. For the specimen with opening at
distance h (7Omm) from the front face of the
column, the shear capacity decreased by
13.47% from control one. For specimen with
the opening next to the column, the decrease in
capacity was 19.65%.

4. The opening located at the front of the
column decreases the shear capacity of the flat
plate more than the same size opening located
at the corner of the column. The opening
location adjacent to the front column face
decreased the shear capacity by 19.65% from
control one, while that adjacent to the column
corner decreased the capacity by 11.43%.

5. The presence of openings in flat plates
decreases the stiffness depending on the sizes
and locations of these openings. For the
specimen with the opening of the 1.5 size of
the column, significant reduction in stiffness
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(83.00%) at service stage was observed, while
for slabs with smaller openings, the reduction
in stiffness was much smaller (0.31to 30.63%).

6. Slabs with openings have maximum crack
width larger than what observed in the
reference slab during the same loading stage.
The increase in maximum crack width at
service load ranged between 66.48% to 296.35
% with respect to solid specimen.

7. The existence of openings increases the
strains in concrete on the compression face of
the slabs. Generally, the bigger the opening
size the greater the maximum concrete strains
and for specimens with same opening size, the
closer the opening to the column front face the
greater the maximum concrete strains.
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Table 1: Summary of Test Data
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Distance . L
. Opening of Age of slab | Compressive Splitting
Specimen ; " . (from strength at tensile
Qpenlng ez 1on opening . time of slab | strength ft at
designation | S'#€ MM 3(;?;?1?] C(:Irl?rrnnn t C?St'n%to | testing f, | time of slab
» | testing, days ;
mm (MPa) testing (MPa)
XXX N/A N/A N/A 90 35.69 3.61
SFO 100x100 Front 0 95 37.10 3.50
CF0 150x150 Front 0 103 34.13 3.44
LFO 225%225 Front 0 108 32.83 3.01
CCO 150x150 | Corner 0 109 36.27 3.29
CF1 150%150 Front 70 110 36.50 3.37

Note: N/A not applicable

Table 2: Properties of Steel Reinforcement

Nominal Measured Yield Ultimate
diameter diameter Stress f, | Strength f,
(mm) (mm) (MPa) (MPa)

6 5.83 598 657
12 11.87 648 721

Table 3: Cracking and Ultimate Loads of Test Specimens

Experimental load, kN il et % decrease in (;/?liftci:ﬁi:
first cragking load with
i load with
specimen respect to r%sgﬁfrto tlo
First cracking Ultimate First cracking Ultimate Cor(1)t(r;)(lxs),lab slab
load,P, loads,P,, load,P loads,P,, (XXX)
XXX 29.04 101.65 29.04 101.65 0 0

SFO 25.41 90.76 24.93 89.02 14.15 12.42
CFO0 21.78 79.87 22.28 81.68 23.28 19.65
LFO 14.52 68.98 15.14 71.92 47.87 29.25
CCO 25.41 90.76 25.20 90.76 13.22 11.43
CF1 25.41 88.94 25.13 88.95 13.46 13.47

* Normalized load= experimental load x(35.69/f, ).
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Table 4: Central Deflections of Tested Specimens at Normalized Service and Ultimate Loads

Deflection at % Increase | ultimate load of Deflection at zefeﬁirt]i:: (O;;C;?)t:,’[l % Increase
specimen TG [P i in individual e pultimate load of I
P service load deflection* | specimen(kN) ultimate load individual at ultimate
Ans (MM), g An (M) specimenAyc(mm) s
XXX 6.53 0.00 101.65 15.91 15.91 0.00
SFO 6.75 3.37 89.02 14.46 10.94 32.18
CFO 8.53 30.63 81.68 13.81 8.77 57.47
LFO 11.95 83.00 71.92 12.24 6.68 83.23
CCo 6.55 0.31 90.76 13.98 11.36 23.06
CF1 7.02 7.50 88.95 13.33 10.49 27.07
e Ans — Ans(control) v 100%
Ans(control)
*ok Anu - Anuc « 100%
Anuc
¢ 150 >
4912 W (
@6 @75mm clc (=13 \\“\‘ S
mm cfe (n=13) < 206 (column ties) &
o
- o
L fﬁ o " " o Q o \‘:) -] o [+] o% '\

3

1000

Unit:mm
Fig. 1: Details of Half-Scale Model Slab
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150 1350
= B EE %;;Eg? EE
= 100
1000 ——1oo0
XXX SFO

1000
1000

1000
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#Lﬂ
=

1000

%
70

150
1000

Unit:mm CF1

Fig. 2: Plan View of Test Specimens
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(b) Supporting Ring Beams

(a) Specimen inside the Testing Frame

Fig.3: Testing Frame

F—————F————— A
| |
| |
Pl ||
g 4 7501——}—4
|
|
|
| *—, |
| | | upport lines
S B k
1000

Fig. 4: Arrangement of the Dial Gages
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(a) Tension face (b) Compression face

Fig.5: Cracks Pattern for Specimen XXX (Solid Slab) after Failure.

(b) Compression face

(a) Tension face () Inside the opening
Fig.6: Cracks Pattern for Specimen SF0 (100x100 mm Opening Size) after Failure.
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(b) Compression face

(a) Tension face (c) Inside the opening

Fig.7: Cracks Pattern for Specimen CFO0 (150x150 mm Opening Size) after Failure.

(b) Compression face

32

(a) Tension face (c) Inside the opening

Fig.8: Cracks Pattern for Specimen LF0 (225%225 mm Opening Size) after failure.
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(b) Compression face

(a) Tension face (c) Inside the opening

Fig.9:Cracks Pattern for Specimen CCO0 (150150 mm Opening Size) after Failure.

(b) Compression face

(a) Tension face (c) Inside the opening

Fig.10: Cracks Pattern for Specimen CF1 (150x150 mm Opening Size) after
Failure.

15



Nazar K. Oukaili Punching Shear Strength of Reinforced
Thaar Saud Salman Concrete Flat Plates with Openings

al
o

p
1 —— 0% decrease in first cracking load /

—— 95 decrease in ultimate load

N

AN

\
\

| ///'
=

0 0.25 0.5 0.75 1 1.25 1.5
opening size/ column size

10

% decrease in cracking and ultimate
loads with respect to solid slab

Fig. 11: Effect of Increasing (Opening Size/ Column Size) on the First Cracking and
Ultimate Loads of the Specimens

2
@ > ——0% decrease in first cracking load
g o) —=—9p decrease in ultimate load
E¢ 20 =
oo 15 —
S =
X O
c 310
= S
&3S
g °
g8
= 0 | : | :
0 0.25 0.5 0.75 1
distance of opening from column/slab thickness

Fig. 12: Effect of Increasing (Distance of Opening from Column/ SlabThickness) On the
First Cracking and Ultimate Loads of the Specimens
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140
120 —l— XXX(solid) —— SF0(100 sqg. opening)
—&—CF0(1505sq. opening)  —<—LF0(225 sq. opening)
= _—
g 100 ——
§e] i =
I
S 80 / —
- /
o] 3 / X
©
: "
o /
Z
0 2 4 6 8 10 12 14 16 18

Centeral Deflection (mm)

Fig. 13: Influence of the Size of Opening on the Normalized Load-Central Deflection Behavior
of Specimens

140 | | | | | |
i —— XXX (solid) —&— CFO0(next to column)
120 —¥—CCO0(at corner) —0—CF1(at 70mm in front)
Z 100 —
<1
8
S 80
-
(]
= 60
©
£
§ 40
20
0 1 1
0 2 4 6 8 10 12 14 16 18

Centeral Deflection (mm)

Fig. 14: Influence of the Location of Opening on the Normalized Load-Central Deflection
Behavior of Specimens

17



Nazar K. Oukaili Punching Shear Strength of Reinforced

Thaar Saud Salman Concrete Flat Plates with Openings
140
120 —— XXX(solid) —o— SF0(100 sqg. opening)
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100 ——
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80 =
I T
L

A
v

Normalized Load(kN)

0 04 08 12 16 2 24 28 32 36 4
Maximium Crack Width (mm)

Fig. 15: Influence of the Size of Opening on the Cracking Behavior of Specimens
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Fig. 16: Influence of the Location of Opening on the Cracking Behavior of Specimens
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adial direction

Tangential direction

Column stub

1000

Opening

| Dimensions in mm

1000
Fig.17: Demec Points Locations and Direction

140
120 ——XXX(solid) ——SF0(100 sg. opening)
| —&—CFO0(150 sg. opening) ——LF0(225 sq. opening)
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Fig. 18: Influence of the Size of Opening on the Maximum Concrete Compressive Strain
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Fig. 19: Influence of the Location of Opening on the Maximum Concrete Compressive Strain
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The Behavior of Gypseous Soil under Vertical Vibration
Loading
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ABSTRACT

The dynamic response of foundation rest on collapsible soil in dry and soaked states is
studied through wide experimental programmed. Gypseous soil from Tikrit governorate
area was obtained and subjected to various physical and chemical analysis to determine
its properties. Steel rectangular footing (400x200x20) mm is manufactured. The
machine is fitted to the footing, then the model machine foundation is placed centrally
over the prepared soil layer in steel container (1200x 1000x1000)mm with proper care
to maintain the center of gravity of whole system lie in the same vertical line with
container.Then, the footing is subjected to vertical harmonic loading using a rotating
mass type mechanical oscillator to simulate different dynamic loads. The effect of
soaking and eccentric mass was investigated. The results showed that the amplitude of
displacement in dry state is greater than its value at soaked state, while the resonant
frequency in the soaked state is greater than in dry state. Also, the results showed that
for specific frequency ,an increasing in eccentric mass leads to increase in amplitude of
displacement. Moreover, an increasing in resonant frequency can be absoreved when
eccentric mass is increased.

KEY WORDS: Machine foundation, collapsible soil, dynamic response,
harmonic loading
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INTRODUCTION

The gypseous soil is one type of the
collapsible soils, it covers wide areas in
Irag. This soil has high bearing capacity in
dry state, but it subsides (collapses) upon
saturation due to loss of cementation and
particle bonding. Therefore, structures
supported on unstable soil should be
guarded against such danger.

A large number of studies have examined
the behavior of collapsible soil in Irag. The
accuracy of these studies depend on
manufacturing of test set and sampling
techniques and has traditionally relied on
routine tests under static condition.
However, there is currently lack of
knowledge in understanding of the behavior
of collapsible soil under dynamic loading.
With increases in development, particularly
of electrical stations ,factories, roads and
other transportation links dynamic loading
is often critical. To date this has often been
dealt with as a quasi static problem.
However, this fails to fully replicate
dynamic loadings experience under real
environments. Therefore, it is important to
study the response of this soil under
dynamic loading.

BACKGROUND

Geotechnical engineers Frequently come
across two types of problem in relation to
analysis and design of foundations namely
(i) foundations subjected to static loads
and(ii) foundations subjected to dynamics
loads. The characteristics feature of static
load is that for given structure the load
carried by the foundation at any given time
is constant in magnitude and direction.
While the characteristics feature of
dynamic load is that it varies with time.
Purely dynamic loads do not occur in
nature. Loads always in combinations of
static and dynamic. loads Saran(2007).

The main causes of dynamic loads on
soils, foundations and structures are due to
one of the following:

1. Impact load (pile driving in construction
operations),
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2.Harmonic excitation

foundation), and

(machine

3.Acceleration-time history (Earthquake).

The nature of each of these loads is quite
different from another.

There are aspects that should be taken into
account in the criteria for satisfactory
action of foundation under dynamic load:

1. No resonance should occur; the natural

frequency of the machine-foundation- soil
system should not coincide with the
operating frequency of the machine.
Generally, a zone of resonance is defined
and the natural frequency of the system
should lie outside this zone (Saran,2006)
.The frequency ratio (r) (defined as the
ratio of operating frequency to natural
frequency) should be :

i. In reciprocating machines
(1S:2975 pt 1-1982)
for important machines :

r>20andr<0.5

for ordinary machines
r>15andr<0.6

ii. In impact machines (1S:2975 pt II-
1980)

r>15andr<0.4

iii. In rotary machines (1S:2975 pt I11-
1992)

r>125andr<0.8

2. The amplitudes of motion at operating
frequencies should not exceed the limiting
amplitudes specified by the
manufacturer(Prakash and Puri , 2006).

3.The vibrations must not annoy the
persons working in the shops or damp the
other precision machines (Prakash and
Puri ,2006).

4.Foundation block should be structurally
adequate to carry the loads (Rao, 2011).



Number 1

5.The combined center of gravity (CG) of
machine and foundation and the center of
contact area (with the soil) should lie on
the same vertical line as far as possible
(Rao, 2011), so that the bearing capacity
of all the system will increase.

6. Where possible, the foundation should be
planned in such a manner as to permit a
subsequent alteration of natural frequency
by changing the base area or mass of the
foundation as may subsequently be found
necessary (Arora,1997).

7.The ground-water level should be as low
as possible, and it should be at least deep by
one-fourth of the width of foundation below
the base plane, (Arora,1997).

8.Machine foundations should be separated
from adjacent building components by
means of expansion joints (Arora,1997).

9.Machine foundation should be taken to a
level lower than the level of the foundations
of adjacent buildings (Arora,1997), so that
the wave transmitted through soil will not
cause damage to the adjacent foundation.

Mandal and Baidya (2003), studied
experimentally the dynamic response of a
foundation subjected to vibration in vertical
mode on dry sand. The tests were carried
out in two different pits in the field; one
with rigid base and the other with a large
depth simulating the half space. The
damping factor and stiffness are calculated
from the test results and corresponding to
governing equation of motion using single
degree of freedom. mass-spring-dashpot
model, the solution for the displacement is
obtained.

Moreschi and Farzam (2005) studied the
application of the harmonic analysis
resonant frequencies of individual structural
members in large steam-turbine generator
foundations. They proposed a methodology
for the accurate determination of the local
structural vibration properties.
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Prakash and Puri (2006), studied the
methods of analysis for determining the
response of foundation subjected to
harmonic excitation. Analogy based on the
elastic- half space solutions were used, and
soil  stiffness  considered  frequency
independent  for  design machine
foundations. They found that the
embedment of a foundation strongly
influences its dynamic response.

of

EXPERIMENTAL PROGRAM

The soil of this investigation was taken
from Tikrit Governorate, north of Iraq, has
been implemented for the testing program;
Table (1) shows the physical and chemical
properties of the soil.

APPARATUSES OF MODEL

The apparatuses of modle includs as
fallow:

a.Steel box with dimension

(1200x100x100)mm
b.Mechanical oscillator

c. Piezoelectric accelerometer
d. Piezoelectric- vibration pickup
e. Digital storage oscilloscope
f. Variable frequency drive

g. Vibration meter

h.R.S interface cable

i. Digital tachometer
j.Computer device
PLACEMENT OF SOIL

The density of the gypseous soils used
through the experiments was controlled by
means of the raining technique. This
technique included raining of the soil
through different heights of drop that gives
different  placing  densities.  Many
investigators used this technique, (Lee, et
al, 1973), (Sanjeev, 2007), and (Denver,
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1983). The relations between height of
drop, placement density, void ratio and
relative density of gypseous soils is
shown in Figures (1) .It was decided to
employ density (14.0) KN/m3 of gypseous
soils, which corresponds to height of drop
(35) cm.

PREPARATION AND TESTS
PROCEDURE

The required amount of the gypseous
soil(clean and passing sieve no.4) is placed
into the steel container in sixteen layers
with a uniform field density using the
raining technique. The surface was leveled
and checked by a bubble ruler
(balance).The model machine foundation
is placed centrally over the prepared
gypseous soil layers. Proper care is taken
to maintain the center of gravity of whole
system and the footing to lie in the same
vertical line with center of gravity of the
container.

For the test under soaked condition,
the steel box left for (24) hours to ensure
that all soil was completely soaked, and in
the second day the model machine
foundation is placed , then the test was
began . In this investigation, three different
eccentric settings (m, = 55, 75, and 105
gm) are used to simulate three different
dynamic force level. The oscillator is then
run slowly through a motor using speed
control unit(Variable frequency drive )to
avoid sudden application of high
magnitude dynamic load. Thus the
foundation is subjected to vibration in the
vertical direction. the dynamic response
and the waveform produced by mechanical
oscillator are measured and recorded at
the same time using two transducers
which are placed previously on top of the
footing . To obtain a foundation response
and locate the resonant peak correctly, the
displacement amplitudes are noted at a
frequency interval approximately of 5 to
25 Hz. A sufficient time between two
successive measurements has been given
to reach equilibrium, which facilitates
accurate measurement of frequency and
the corresponding displacement amplitude.
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RESULTS AND DISCUSSION

The main object of this test in this
research is to determine the dynamic
response of the gypseous soil under the
effect of harmonic vertical mode of
vibration. The dynamic system is the soil
medium through which wave propagate
outward from the source of industrial
vibrations. the input signal of the system is
the impulse response of the ground at the
place of installation of machine
foundation. The output signal is the
dynamic response of location of interest
situated on the surface of the foundation
receiving vibration, this response in this
study investigated as displacement. And to
make a clear image of the gypseous soil
behavior under this mode of vibration the
dry soil is tested as well soaked under
different eccentric settings. The curves of
the displacement amplitude of vibration
with respect to changes in the frequency of
the oscillator is plotted for each force
level. The results of these test are shown
in the figure (2) .it can be seen that an
increase in the value of (m) leads to
(i)decrease in resonant frequency. (ii)
increase  in  resonant  displacement
amplitude. These differences come from
the fact that different forces cause
different strain levels below the foundation
.see figure (2).

A series of forced vertical vibration test
was conducted on gypesous soil under
different dynamic force level and soaked
condition. The results of the these tests
showed that the displacement response of
the foundation on dry gypseous soil is
more than that on soaked one. Also it
showed increasing in resonant frequency
clearly, if it compares with the same
dynamic force level in dry state. when
gypseous soil soaked with water it suffers
high compressibility due to dissolution of
gypsum and loss of cementation and
particle bounding ,this could explain the
small displacement amplitude of soaked
gyoseous soil in comparison of dry one.see
figure(3).the relationship of eccentric mass
with maximum displacement amplitude
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and resonant frequency is shown in the
figures (4)and(5) respectively.

CONCLUSION

The following conclusions are drawn:
1. The displacement response of the
foundation resting on dry gypseous soil is
more than that on the soaked gypseous
soil, while the resonant frequency is
increased when gypseous soil is soaked
with water.

2. An increasing in eccentric mass lead to
an increasing in amplitude of displacement
for the specific frequency and decreasing
in resonant frequency.
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Table (1). Physical and Chemical Properties of Gypseous Soil

Soil classification

Liquid Limit (L.L %)

Plastic Limit (P.L %)

Plasticity Index (IP)

Maximum Dry density(kN/m?)

Minimum Dry Density (kN/m°)

Specific Gravity (Gs)

TSS %

Gypsum content %

SO3 %
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Plate(1)General View of Vibration Test Setup

1-Mechanical oscillator

2- Piezoelectric accelerometer

3. Piezoelectric- vibration pickup
4. Digital storage oscilloscope

5. Variable frequency drive

6. Vibration meter

7.R.S interface cable

8. Digital tachometer
9.Computer device.

10.Container.
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ABSTRACT

The effects of three different additives formulations namely Lubrizol 21001, HIiTEC 8722B and
HIiTEC 340 on the efficiency of VII namely OCP of three base lubricating oils namely 40 stock and 60
stock and 150 stock at four temperatures 40, 60, 80 and 100°C were investigated. The efficiency of OCP
is decreased when blended with 4 and 8 wt% of Lubrizol 21001 for all the three base oil types. But it is
increased when adding 4 wt% and 8 wt% of H-8722B in 40 stock. While for 60 stock and 150 stock the
OCP efficiency decreased by adding 4 and 8 wt% of H-8722B. In the other hand, it is decreased with a
high percentage by adding 4 and 8 wt% of H-340 for 60 stock and 150 stock and for 40 stock it is
increased by adding 4 wt% of H-340 and decreased with insignificant percentage when adding 8 wt%.
Finally, a number of VI correlations have been obtained depending on the results predicted in this study.
These correlations represent the functional relationships between the VI and the concentration of OCP for
three types of base lubricating oil and for each type of additives.

Keywords: Lubricating oil, Kinematic Viscosity, Viscosity Index, Viscosity Index Improver,
Additives, Temperatures.
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1. INTRODUCTION:

Lubricant may serve many purposes such as
conducting the heat of friction away from the
bearings, serving as a seal to exclude undesirable
substances from the area being lubricated, acting
as a carrier for rust preventive, anti-friction
agents, extreme pressure additives and other
properties. However, their primary purpose is in
general to lubricate, i.e., to reduce friction
(Zuidema, 1959). Lubricating oil additives are
normally used in low concentrations from a
fraction of a one percent to five percent or may be
more. Their purposes may be to impart extreme
pressure characteristics, reduce pour point,
improve the viscosity index, reduce bearing
corrosion, reduce or eliminate foaming and so on
(Hobson, 1984). The selection of right additive or
of the most suitable combination of additives
depends on the specific use of the oil (Brouwer,
1966).

The most important property of lubricating oil
is its kinematic viscosity, which is a measure of
its internal friction or ability to flow and largely
determines its suitability for any particular
application (Brouwer, 1966).

The kinematic viscosity of an oil decreases
with rising in temperature but to varying degree
depending on the type of crude oil from which it
is derived and the refining treatment to which it
has been subjected. The relationship between
viscosity and temperature is the significance for
lubricating oils since most oils have to operate
over a range of temperatures. There are many
ways of expressing this relationship but the one
firmly established in the petroleum industry is
viscosity index (V1) system, even though it is an
arbitrary system and more fundamental methods
have been suggested (Bill Hires, 1993).

2. MATERIALS:
In this study, the experimental work will be
carried out on Iragi paraffinic oils which have
three types of base-stocks that were obtained from
Al-Daura Refinery, namely 40, 60 and 150 stock.
These types of base stocks were processed as base
lubricating oil without additives. The lightest one
is 40 stock with °API gravity of 34.976, the
middle type is 60 stock which have °API gravity
of 29.24 and 150 stock is the heaviest type with
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°API gravity of 23.90 (measured in the Research
and Quality Control Laboratory, 2012).

Olefin Copolymer (OCP) of type PVC-100
XA is a VIl (solute) for base lubricating oil
(solvent). OCP is a polymer composed of two or
more different monomer. The OCPs have
unknown structure, different companies are
producing them.

This type of VII is designed to provide a
careful balance of thickening power, low-
temperature fluidity, shear stability and high-
temperature viscosity (McCrum, 1997).

Three types of additives (Lubrizol 21001,
HITEC 8722B and HIiTEC 340) were obtained
from Al-Daura Refinery. Lubrizol 21001 is a
multipurpose additive for otto engine. The
recommended dosage is 10.8% by weight. This
additive when formulated with the appropriate
base stocks and VII will meet the requirements of
ACEA A3/B4-04(2004), API SL, API CF, and
Volkswagen VW50101 (2005) (Research and
Quality Control Laboratory, 2012).

HIiTEC 8722B is a multipurpose additive for
diesel engine. It provides efficient additive
solutions according to API, ACEA and OEMs
heavy-duty diesel requirements. This additive has
been designed to offer cost optimized
formulations and delivers a number of customer
benefits. Its package approval is supported by
complete engine test data. The recommended
dosage is 7.8% by weight. And it allows the use
of a wide range of base oils and VIIs (Afton
Company, HITEC-8722B).

HIiTEC 340 is an economic automotive gear
oil additive. It is used for axles and transmissions.
It provides robust performance in automotive
applications, cost savings at all treat-rates,
extensive history of trouble-free performance and
suitable for unharmed drain. The recommended
dosage is 4% by weight and its treat-rates may
vary depending on base oil type (Afton Company,
HITEC-340).

3. EXPERIMENTAL WORK:

The composition of each mixture was prepared as
weight percentage for more accuracy than mole
percentage. Mixing process was made by stirring
and heating to about 50-60°C at the same time to
ensure thorough mixing.
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Viscosity ~ measurements  were  taken
immediately, after preparing the mixture to avoid
deposit formation or vaporizing the light ends. All
these measurements were taken at the
atmospheric pressure.

The following mixtures were prepared in this
study:

1) Binary Mixtures:

There were four types of binary mixtures,
as follows:

a) Binary mixtures of each type of
oil-stock (40, 60 and 150 stock)
with 0-10 wt% of OCP.

b) Binary mixtures of each type of
oil-stock (40, 60 and 150 stock)
with 0-10 wt% of Lubrizol
21001.

c) Binary mixtures of each type of
oil-stock (40, 60 and 150 stock)
with 0-10 wt% of H-8722B.

d) Binary mixtures of each type of
oil-stock (40, 60 and 150 stock)
with 0-10 wt% of H-340.

2) Ternary Mixtures:

These ternary mixtures were prepared as
follows:

a) 40 stock:

1. 40 stock with 4 and 8 wt% of
Lubrizol 21001 with 2-8
wt% of OCP.

2. 40 stock with 4 and 8
wt% of H-8722B with 2-
8 wt% of OCP.

3. 40 stock with 4 and 8
wt% of H-340 with 2-8
wit% of OCP.

b) 60 stock:

1. 60 stock with 4 and 8
wt% of Lubrizol 21001
with 2-8 wt% of OCP.

2. 60 stock with 4 and 8
wit% of H-8722B with 2-
8 wt% of OCP.

3. 60 stock with 4 and 8
wt% of H-340 with 2-8
wit% of OCP.

c) 150 stock:

1. 150 stock with 4 and 8
wt% of Lubrizol 21001
with 2-8 wt% of OCP.

2. 150 stock with 4 and 8 wt% of H-8722B with 2-
8 wt% of OCP.
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3. 150 stock with 4 and 8 wt% of H-340 with 2-8
wit% of OCP.

Cannon Fenske Routine Viscometers (the
glass capillary type) with different sizes were
used for measuring the time of the solvent (base
oil) (t,) and time of mixtures (t) which are used in
calculating the kinematic viscosity of transparent
Newtonian liquids according to the Standard Test
Method for Kinematic Viscosity of Transparent
and Opaque Liquids (ASTM D 445-03).

Times measured are used to calculate the
kinematic viscosity using the following equation:

v=txf (1)
Where: v is the kinematic viscosity (mm?/s), t is
the measured time (s) and f is the viscometer
factor.

The VI as mentioned before is an arbitrary
scale for comparing the rates of viscosity changes
of lubricating oil with temperature. The VI scale
was set up by the SAE. The temperatures chosen
arbitrarily for reference are 40 and 100°C.

4. RESULTS AND DISCUSSION:

The effect of temperature on the VI of the
three types of base lubricating oil was measured.
Table 1 shows the values of VI which are
obtained from the kinematic viscosities and the
SAE VI scale at the two reference temperatures
40 and 100°C.

Blends from the three types of base stocks
with different concentrations of OCP with a range
of 0-10 wt% were prepared. Those blends give a
significance increase in the kinematic viscosity
and VI as the weight percent of OCP increase.
This is because OCP composed of long and
flexible polymer molecules that interact with the
base stocks and this interaction leads to increase
the resistance to flow (Canter, 2011).

The concentration of OCP must be limited,
because the additional effects may then arise from
intermolecular forces and entanglements between
chains. Therefore, OCP is excellent in economical
efficiency, because it exhibits the effect even if it
is added in a small amount (Kaneshige, 2009).

It is noticed that the increase in OCP
concentration, which blended with the base oils,
will improve the VI as shown in Figure 1. It
affects 40 stock by 154%, 60 stock by 90% and
150 stock by 57%, by adding 10 wt% of OCP.
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Also, the improving in VI will be with a
decreasing rate as the concentration of OCP
increased.

In the other hand, the three types of additives
(Lubrizol 21001, HITEC 8722B, and HITEC 340)
will blend with the three types of base oil in a
concentration range of 0-10 wt% and temperature
range of 40-100°C. And their effects on the
kinematic viscosity and VI were different as
shown in Figures 2, 3 and 4.

For Lubrizol 21001, it has been found that
the enhancement in the VI for 40 stock is more
pronounced than for 60 and 150 stock as sketched
in Figure 2. The increasing in VI is about 35%,
10% and 8% for 40, 60 and 150 stock,
respectively when adding 10 wt% of Lubrizol
21001. Also it has been noticed that the rate of
improvement in the VI for 40 stock is in a range
of 7.5-10%, while it is 2% for 60 stock and 1.1-
2.2% for 150 stock with every 2 wt% added of
Lubrizol 21001.

For the second type of additives which is H-
8722B, it has been found that the improving in the
VI for 40 stock is very noticeable more than for
60 and 150 stock as shown in Figure 3. The
increasing in VI is about 22%, 5% and 2% for 40,
60 and 150 stock, respectively when adding 10
wit% of H-8722B. So it recommended using such
additive with light oil types like 40 stock because
of its insignificance effect on both 60 and 150
stock.

While for the third type of additives which is
H-340, it can be seen from Figure 4 that the
maximum VI is obtained at different
concentrations of H-340. These concentrations are
2 wt% for 40 stock and 150 stock whereas 2, 4
and 6 wt% for 60 stock.

These concentrations are very helpful in
selecting the base oil type and the recommended
dosage of H-340 for producing effective and
economic automotive gear oil. Such behavior of
additive on the VI was also obtained by using the
PIB and PBR with the base oil types (Tanveer,
2006).

But in order to study the influence of the three
additives on the efficiency of OCP, two sets of
mixtures from a base stock, OCP and an additive
were prepared with an additive concentration of 4
wit% in the first set and 8 wt% in the second with
the three types of base stocks (40, 60 and 150
stock) and OCP concentration range of 2-8 wt%.

The effect of Lubrizol 21001 on the VI is
sketched in Figures 5, 6 and 7. It can be shown
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that at a specific concentration of Lubrizol 21001,
when blended with the three types of base oil, the
VI will be improved with the increasing of OCP
concentration.

Also it can be noticed that at all OCP
concentrations the VI will be decreased as the
concentration of Lubrizol 21001 increased.

The efficiency of OCP is performed by
measuring the VI of blends before and after
adding Lubrizol 21001. For 40 and 150 stock, the
decreasing rate of OCP efficiency is calculated to
be about 7% and 10% by adding 4 and 8 wt% of
Lubrizol 21001, respectively. While the
decreasing rate of the efficiency is obtained to be
about 10% and 16% when 60 stock is blended
with 4 and 8 wt% of Lubrizol 21001, respectively.
So it is not preferred to use Lubrizol 21001as
lubricating oil additive in the presence of OCP
because it lowers the VI as well as the efficiency
of the VII.

For H-8722B its effect is drawn in Figures 8,
9 and 10. It can be indicated that the VI is
improved with increasing OCP concentration at
the two concentrations of H-8722B because this
additive is composed of long and flexible polymer
molecules that interact with the base oil and OCP.
This interaction will cause greater volume and the
base oil produces a proportionally greater
thickening effect which in turn raises the VI of
the oil (Shawn, 2002). In the other hand at all
OCP concentrations the VI will be decreased as
the concentration of H-8722B increased.

With respect to the efficiency of OCP, the 60
stock showed the same behavior as in adding
Lubrizol 21001 by having the highest decreasing
rate for the OCP efficiency which was about 7%
and 14% by adding 4 and 8 wt% of H-8722B,
respectively. While for 150 stock the decreasing
rate is obtained to be about 2% by adding 4 wt%
and being 4% by adding 8 wt% of H-8722B.

It is interesting to know that for 40 stock the
efficiency is increased by 5% when adding 4 wt%
and it increased by insignificant value when
adding 8 wt% of H-8722B so it is better to use H-
8722B as lubricating oil additive in the presence
of OCP by adding 4 wt% or less.

Finally, the VI Figures from 11, 12 and 13
showed the effect of H-340 on the three base oil
types and OCP.

It can be noticed that the VI is improved with
increasing OCP concentration at the two
concentrations of H-340. And at all OCP
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concentrations the VI will be decreased as the
concentration of H-340 increased.

As for the efficiency of OCP, this additive
would strongly decrease the OCP efficiency of
the 60 stock, the decreasing rate for the OCP
which was about 37% and 28% by adding 4 and 8
wit% of H-340, respectively. While for 150 stock
the decreasing rate is obtained to be about 10% by
adding 4 wt% and being about 14% by adding 8
wit% of H-340.

It is a coincidence that for 40 stock the
efficiency at 4 wt% of H-340 is increased just like
in H-8722B which it was by about 5% and it also
decreased when adding 8 wt% of H-340. So it is
better to use H-340 as lubricating oil additive in
the presence of OCP by adding 4 wt% or less.

5. CORRELATIONS FOR VI

A number of VI correlations have been
obtained in this section using the regression
analysis and depending on the results which
presented in the previous section of this study.

The functional relationships are between the
VI and the concentration of OCP for three types
of base lubricating oil and for each type of
additives.

From Table 2 three correlations between VI
and the OCP concentration where obtained as
shown below:

For 40 stock:

VI = —1.9821C3_, + 35.493Cycp + 109.71
)

For 60 stock:
VI=9Cyp+ 102 (3)
For 150 stock:

VI =4.7571Cqcp + 94.381 @)

For Lubrizol 21001 it has been noticed that
the correlations at 4 wt% of this additive is
different from the correlations of 8 wt%. From
Tables 3 and 4 the functional relationships were
obtained as follows:

a. At 4 wt% of Lubrizol 21001:
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For 40 stock:

VI = —2.0625C2, + 31.875Coce + 121.25

%)
For 60 stock:
VI=6.4Cqcp + 102 (6)
For 150 stock:
VI=3.151Cqcp + 97 (7)

b. At 8 wt% of Lubrizol 21001:
For 40 stock:

VI=—0.875C2+ 17.65Cocp+ 142.5 (8)

For 60 stock:

VI=4.5Cocp + 96.5 9)

For 150 stock:

VI = 2.65Cocp + 96.5 (10)

Also for H-8722B the functional relationships
were obtained using the regression analysis
depending on Tables 5 and 6. The correlations are
given bellow:

a. At4 wt% of H-8722B:

For 40 stock:

VI = —0.5625C2.p + 18.275Cocp + 107.75
(11)

For 60 stock:

VI =6.85Coc +92.5 (12)
For 150 stock:

VI=4.1Cqcp + 87.5 (13)

b. At8 wt% of H-8722B:
For 40 stock:

VI=10.95Coep + 117.5  (14)
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For 60 stock:
VI=4.5Cqcp + 93 (15)
For 150 stock:
VI=3.6Cqcp + 86.5 (16)

For H-340 the correlations at 4 wt% of this
additive is different from the correlations of 8
wt%. These functional relationships were
obtained depending on Tables 7 and 8 as follows:

a. At 4 wt% of H-340:

For 40 stock:
VI=11.8Cqe + 111 (17)
For 60 stock:
VI=1.35Cqe +95.5 (18)
For 150 stock:
VI=1.9Cycp + 92 (19)
b. At 8 wt% of H-340:
For 40 stock:
VI=19.9Cyep + 109.5  (20)
For 60 stock:
VI=Cgcp+95.5 (21)
For 150 stock:
VI=1.5Cqcp +91.5 (22)
For the correlations above the error

percentage is in the range of 2-3%. These
functional relationships are applicable only for
this set of blends and it can be applied usefully for

determining the VI wvalues at any OCP
concentration or vise versa.

6. CONCLUSIONS:

From the proposed study, the following

conclusions have been extracted:
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. The kinematic viscosity and viscosity index of the

light oil (40 stock) is affected more than the
medium oil (60 stock) and the heavy oil (150
stock) and this can be attributed to the fact that
the rate of change with temperature depends
largely on the type of base oil.

. The kinematic viscosity of the mixtures prepared

from base oil, viscosity index improver and
additives  will  decrease  with increasing
temperature as their resistance to flow will
decrease.

. The used additives (Lubrizol 21001, H-8722B

and H-340) are packages contain a polymeric
chain behaves as a viscosity index improver. So
when those additives are blended with only the
base oil the viscosity index will increase slightly
and this is recommended in monograde oils.
While when those additives are blended with the
base oil and with a viscosity index improver like
OCP, the obtained oil will be a multigrade oil.
The viscosity index for both 40 and 150 stock
when blended with 2 wt% of H-340 additive will
increase by about 4% and at higher concentrations
it will decrease. While for 60 stock at 2, 4 and 6
wt% of H-340 the viscosity index will increase
negligibly and then decrease at higher
concentrations.

. The efficiency of OCP (VII) is decreased with an

increasing rate when blended with 4 and 8 wt% of
Lubrizol 21001 for all the three base oil types.

. The efficiency of OCP is increased by 5% when

adding 4 wt% of H-8722B in 40 stock and
increase by insignificant value when adding 8
wt%. For 60 stock the OCP efficiency decreased
by a rate of about 7% and 14% by adding 4 and 8
wt% of H-8722B, respectively. While for 150
stock the efficiency of OCP decreased the
decreasing rate is obtained to be about 2% by
adding 4 wt% and being 4% by adding 8 wt% of
H-8722B. So it is better to use this additive with
lubricating oil in the presence of OCP by adding 4
wit% or less.

H-340 would strongly decrease the efficiency of
OCP for 60 stock, the decreasing rate was about
37% and 28% by adding 4 and 8 wt% of H-340,
respectively. For 150 stock the decreasing rate is
obtained to be about 10% by adding 4 wt% and
being about 14% by adding 8 wt% of H-340.
While for 40 stock the efficiency at 4 wt% of H-
340 is increased by about 5% and decreased
insignificantly when adding 8 wt% of H-340. Itis
recommended to use H-340 as lubricating oil
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additive in the presence of OCP by adding 4 wt%
or less.
8. Many correlations were obtained for the
VI with respect to the concentration of
OCP. And it has been found that there is
no unified correlation can represent this
system as whole.
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8. Tables and Figures:

Table 1 VI of Base Lubricating Oil

Base Lubricating oil type Vi
40 stock 106
60 stock 97
150 stock 90

Table 2 VI Values of Base Oil Blended with

OCP

OCP | Vlof40 V1 of 60 V1 of 150
wt%o stock stock stock

0 106 97 90

2 178 119 105

4 223 143 117

6 248 162 126

8 262 176 133

10 270 185 138

Table 3 VI Values of Base Oil and 4 wt%o of
Lubrizol 21001 with Different Concentrations
of OCP at Different Temperatures

OCP VI of 40 V1 of 60 V1 of 150
wt%o stock stock stock

2 176 114 103

4 218 128 110

6 236 142 116

8 245 152 122

Table 4. VI Values of Base Oil and 8 wt% of
Lubrizol 21001 with Different Concentrations
of OCP at Different Temperatures

OCP | Vlof40 VI of 60 VI of 150
wt% stock stock stock
2 174 106 101
4 200 113 108
6 216 125 113
8 228 132 117
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Table 5. VI Values of Base Oil and 4 wt% of

H-8722B with Different Concentrations of
OCP at Different Temperatures
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OCP | Vlof40 VI of 60 VI of 150
wt% stock stock stock

2 141 108 97

4 175 118 102

6 194 132 112

8 219 149 121

Table 6. VI Values of Base Oil and 8 wt% of
H-8722B with Different Concentrations of
OCP at Different Temperatures

OCP VI of 40 V1 of 60 V1 of 150
wit% stock stock stock

2 139 100 95

4 163 114 99

6 181 120 108

8 206 128 116

Table 7. VI Values of Base Oil and 4 wt% of
H-340 with Different Concentrations of OCP
at Different Temperatures

OCP V1 of 40 VI of 60 VI of 150
wt% stock stock stock

2 134 99 96

4 161 100 99

6 178 103 103

8 207 107 107

Table 8. VI Values of Base Oil and 8 wt% of
H-340 with Different Concentrations of OCP
at Different Temperatures

OCP VI of 40 V1 of 60 V1 of 150
wt%o stock stock stock

2 131 98 95

4 147 99 97

6 168 101 100

8 190 104 104
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ABSTRACT

Cu-Al-Ni shape memory alloy specimens has been fabricated using powder metallurgy
technique with tube furnace and vacuum sintering environment , three range of Nb powder
weight percentage (0.3,0.6,0.9)% has been added. Micro hardness and sliding wear resist has
been tested followed by X-ray diffraction, scanning electron microscope (SEM) and energy
dispersive X-ray spectroscope (EDX) for micro structure observation. The experimental test for
the samples has showed that the increase of Nb powder weight percentage in the master alloy has
a significant effect on increasing the hardness and decreasing the wear resist therefore it will
enhance the mechanical properties for this alloy.

KEYWORDS : Shape Memory Alloy, Cu-Al-Ni, Nb Addition , Hardness, Wear Resist .
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I INTRODUCTION

Shape memory alloys (SMA's) are metals, which
exhibit two wvery unique properties, pseudo-
elasticity, and the shape memory effect. Arne
Olander first observed these unusual properties in
1938 but not until the 1960's were any serious
research advances made in the field of shape
memory alloys [1]. The most effective and widely
used alloys include NiTi (Nickel - Titanium),
CuznAl, and CuAlINi [2].

The two unique properties described above are made
possible through a solid state phase change that is a
molecular rearrangement, which occurs in the shape
memory alloy. Typically when one thinks of a phase
change, a solid to liquid or liquid to gas change is
the first idea that comes to mind. A solid state phase
change is similar in that a molecular rearrangement
is occurring, but the molecules remain closely
packed so that the substance remains a solid. In most
shape memory alloys, a temperature change of only
100 C is necessary to initiate this phase change. The
two phases, which occur in shape memory alloys,
are Martensite, and Austenite.

As shown in Fig.1 The unusual properties mentioned
above are being applied to a wide variety of
applications in a number of different fields [3].

The shape memory and pseudoelastic
characteristics coupled with the bio- compatibility of
NiTi make them an attractive candidate for medical
applications. The combination of these unique
characteristics has led to the development of various
applications such as stents, filters, and orthodontic
wires.

Also Shape memory alloys have been used in
automobiles for applications ranging from impact
absorption to sensing and actuation. In addition to
the aerospace, transportation and medical industries,
there are many other fields and applications that
incorporate SMAS.

I1. EXPERIMENTAL PROCEDURES

Copper powder with 99.9% purity (-325 mesh),
nickel powder with 99.9% purity(-325 mesh)
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aluminum powder with 99.9%purity (-325mesh) ,
and Niobium powder with 99.9%purity(-325 mesh)
respectively were imported from SkySpring
Nanomaterials, Inc. USA and used to prepare
samples of the master alloy ( without addition ) with
a composition of 83% Cu 13%AL and 4% Ni
and for the samples with Nb additives of 0.3,0.6 and
0.9%wieght percentage which was taken from the
copper percentage .These powders were weighed
accordingly and placed into cylindrical containers
which were then mixed in a horizontal barrel mixer
as shown in Fig.2 .

The container was filled with only 50% of

powder [4] and 1% of acetone (by volume ) was
added in order to increase the segregation and
prevent the separation of the components  ( since
there is a difference in the densities ) .
Alumina balls for assisting the segregation has not
been used in order to prevent the milling process
and contamination of powder , the speed of rotating
drum was set to 75 rpm and the time of mixing was
6 hour .

Samples from  powder were prepared in the
same die with a cross section of 11 mm in diameter
and approximately 17 mm length in average as
shown in fig. 3. The samples were pressed at (650)
Mpa in a 100 ton Hydraulic computerized press
Machine , with a displacement rate of 0.01 inch/min
and a holding time of 2 minutes, Between these
limits, samples were defect-free and had sufficient
green strength for handling.

Fig.3 shows samples from each composition
after sintering in an electrical tube furnace supplied
with a quartz tube and vacuum equipment

According to the try and error to find the
suitable time and sintering procedure and standing
on the phase diagram of ternary Cu-Al-Ni , in order
to get a fine samples without cracks or defect ,Two
stage sintering has been implemented since there is
difference in melting point of the alloy components
and to prevent the appearance of liquid phase
sintering.
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The first stage is to sinter the sample at 500°c for
1 hour and followed by the second stage which is
raising the temperature to 850 °C with soaking time
of 5 hour then leaving the sintered sample to cool in
furnace. A heating rate of 20°C/min was maintained
for the first stage and 15°C for the second stage. The
vacuum pressure was always allowed to reach
3x107-6 bar before sintering and during the whole
sintering process and cooling. The dual stage
vacuum pump is allowed to run for the entire
sintering time to suck the harmful gases which will
be produced during the diffusing of particles which
might effect the sintering efficiency.

After sintering , all sample have been gquenched
to get B phase which is AICu3 (martensite ) by
heating the sintered sample to 800 °C and holding it
at this temperature for 1 hour then rapidly quenched
into iced water . After the quenching process, an
ageing heat treatment is implemented to stabilize the
R phase by heating the sample to 100°c and holding
at this temperature for 2 hour [5].

The quenching and ageing process was also
implemented in vacuum atmosphere to prevent the
oxidation [6].

X- ray diffraction was implemented for the
master alloy ( without additives) and for the sample
with the Nb alloyed element for the three range
weight percentage samples.

Scanning electron microscope (SEM) and
Energy dispersive X-ray spectroscopies (EDS) have
been used to observe the microstructure and the
alloying  element  distribution  along  the
structure.Vickers micro hardness testing with a 1000
gram load (HV 1) has been carried out on all
samples with a holding time of 20 second.

More than three values of hardness for each
sample have been taken to get the mean value
represents hardness. The wear properties of the
specimens were investigated using a pin-on-disc
sliding wear device, a loading mass of 250 gram and
a rotating speed of disc is set to 500 RPM. the pin
was located at a radial distance of 100 mm from the
rotating axis , for each 5 minute sample has been
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taken out, cleaned and weighted with 0.0001 g
accuracy balance. Six readings have been taken for
each case to plot the mass loss against the sliding
distance curve.

III. RESULTS AND DISCUSSION

Fig. 6 (a ,b ,c ,d) shows four x-ray charts for master
, 0.3Nb ,0.6Nb,0.9Nb additive samples respectively
the result peaks was compared with the standard
cards with the possible known phases which will be
appear.

All samples have shown the martensitic phase
after Nb addition and quenching which indicate the
existence of the shape effect and no effect of Nb
addition to the martensitic phase.

Fig.7 (a,b,c and d) shows SEM pictures of the

microstructures of master, 0.3Nb,0.6Nb and 0.9 Nb
respectively and showing the alloying element
distribution .
The gray particles in Fig.7( b ,c and d) represent
the Nb particles , the black particles represent the
empty pore and the base is the structure .so it is quite
obvious that the Nb addition was good distributed in
the structures which indicate the successful mixing
method and procedure.

As shown in Fig. 8 and Fig.9 (a, b) EDS results
for the alloyed sample is showing the existence of
Nb in zone 1 which is confirm that this is a Nb
particle and shows for zone 2 the existence of the
Cu-Al-Ni concentration similar to the specified
amount of mixture .

In Fig. 10 Vickers micro hardness shows the
differences between the master alloy and the three
weight percentage of Nb additives samples, As it is
seen there is a linear increment in HV result with the
increasing the weight percentage of Nb which result
to alloy enhancement with the addition of Nb
particle to the structure, while In Fig.11 mass loss
for master and the alloyed samples has been
determined.

Sliding wear resistance results indicate that there
is a significant improvement in reducing mass loss
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for the samples with additive Ta particles with the
master alloy which has addition weight percentage
more than 1% will be increasing more weight loss
against the sliding wear for this alloy ,This might be
due to the strong attractive between the Nb particles
and the structure which has been verified by the
increment of hardness followed by the enhancement
in increasing the sliding wear resistance

V. CONICLUSIONS

1-Using different Nb powder weight percentage will
not effect on x-ray diffraction results or the
shape memory effect.

2-Increasing Nb weight percentage will:
(@) Increase hardness.
(b) Increase sliding wear resistance for the shape
memory alloy.

3- Increasing Nb weight percentage than 1% will

still Increases the sliding wear resist for this aloy .
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ABSTRACT

Creep testing is an important part of the characterization of composite materials. It is crucial to
determine long-term deflection levels and time-to-failure for these advanced materials. The work is
carried out to investigate creep behavior on isotropic composite columns. Isotropy property was obtained
by making a new type of composite made from a paste of particles of carbon fibers mixed with epoxy
resin and E-glass particles mixed with epoxy resin. This type of manufacturing process can be called the
compression mold composite or the squeeze mold composite. Experimental work was carried out with
changing the fiber concentration (30, 40 and 50% mass fraction), cross section shape, and type of
composite. The creep results showed that the higher the fiber concentration, the more the creep
resistance. Type of fiber plays a very critical role, where carbon/epoxy composite showed much higher
creep resistance and also showed much higher modulus of elasticity than the E-glass/epoxy composite.
Specimen shape factor noticed to play a very small role. However, square cross sectional area showed
slightly higher resistance for creep than the rectangular cross sectional area. This difference is not critical
and can be ignored. F.E.M simulation with ANSYS Inc. software was implied and results were
compatible with the experimental work with a maximum discrepancy of (17.24%).

KEYWORDS: isotropic composite, creep, mass fraction, squeeze mold composite, ANSYS, fibers.
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1. INTRODUCTION
1.1 General

A composite is a structural material which
consists of combining two or more constituents.
The constituents are combined at a macroscopic
level and are not soluble in each other. One
constituent is called the reinforcing phase and
the one in which is embedded is called the
matrix. The reinforcing phase material may be
in the form of fibers, particles or flakes. [1]

Creep is the time-dependent
deformation which accompanies the application
of stress to a material. At room temperatures,
apart from the low-melting-point metals such as
lead, most metallic materials show only very
small creep rates which can be ignored. With
increase in temperature, however, the creep rate
also increases and above approximately 0.4 T,
where T, is the melting point on the Kelvin
scale, creep becomes significant. In high-
temperature engineering situations related to gas
turbine engines, furnaces and steam turbines,
etc., deformation caused by creep can be
significant and must be taken into account [ 2 ].
However, for polymers and composites, heat is
not an important factor and creep can occur. [ 3]
The study case here is isotropic squeezed
composite under creep for one hour to study
effect of fiber concentration, type of specimen
cross section area and type of fiber particles on
the behavior of creep. Houshyar et al (2004) [4]
studied the effect of continuous fiber
concentration on the behavior of creep and for
about the same test time in this research, their
results came compatible to the ones obtained in
this research regarding the fiber concentration
part.

Many composite materials are being used
today in all sorts of industries such as golf
equipments, fishing equipments, car industry,
electrical isolators, airplanes and aerospace
industry

1.1 Research Objectives:

The aim of this work is to investigate the creep
behavior of isotropic composite materials by
studying the change in design parameters,
loading, material properties, shape factor, mass
fraction, and to achieve the above objective, the
following steps are followed:

1.Experimental study will be achieved by
constructing a creep test to the isotropic
CFRP and GFRP composite by applying
constant load for short period of time
and for values of (2000, 2500 and 3000)
N to study the creep behavior for
different design parameters.

2.Finite element analysis is required using
ANSYS software for the creep test
simulation.

2. CREEP THEORY
2.1 The creep test:

The creep test is usually carried out at a
constant temperature and under constant load
conditions rather than at constant stress
conditions. This is acceptable because it is more
representative of service conditions. A creep
device such as that shown in fig. 1 is used for
this purpose. Each end of the specimen is
screwed into the specimen holder, the load is
applied by adding weights to the arm and
readings are taken at periodic intervals of
extension against time, the equipment is often
housed in a temperature-controlled room. [2]

2.2 Phenomenology of creep:

The results from the creep tests are plotted in
graphical form to produce a typical curve as
shown in Fig.2. After the initial extension OA
which is produced as soon as the test load is
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applied, and which is not part of the creep
process proper (but which nevertheless should
not be ignored), the curve can be divided into
three stages. In the first or primary stage AB, the
movement of dislocations is very rapid. In the
secondary stage BC, the work-hardening
process of  “dislocation  pile-up” and
“entanglement” are balanced by the recovery
processes of “dislocation climb” and *“cross-
slip”. The third or tertiary stage CD coincides
with the formation of internal voids within the
specimen and this leads to “necking”, causing
the stress to increase and rapid failure to result.
[2]

2.3 Creep Theory

An empirical equation called the
Arrhenius-type rate model is used to describe
the creep in composite materials

-0
Egs = Egﬂn = BGHEXP(E} Eq (1)

Where n is the stress exponent, Q is the
activation energy for creep, R is the universal
gas constant and T is the absolute temperature in

Kelvin, to determine the various constants in
Eq. (1) a series of isothermal tests are required.
[2]. The isothermal creep test (which is the case
of this research) implies that the temperature is
to be constant at all times but the stress is not,
meaning a three stresses at least must be applied
on the test specimens at same constant
temperature, this will lead to a change in the
Arrhenius-type formula, where the creep law
now becomes:
el =€’  =Bo" Eq. (2)

min

This equation can be linearized by taking
logarithms of both sides such that:

logel = loge’. =logB+nlogs Eq. (3)

min

Log-log plots of €2 = €. versus o often

min

results in a bilinear relation in which the slope,

Volume 20 January 2014

Journal of Engineering

n, at low stresses is equal to one indicating pure
diffusion Fig. 3 [9].

3. EXPERIMENTAL WORK
3.1 materials:
The materials used in this research are:

1. Carbon particles (from chopped carbon
fibers) reinforced epoxy resin.

2. Fiberglass (E-glass) particles (from chopped
E-glass fibers) reinforced epoxy resin

Typical properties of fibers and resin used are
listed in table 1

3.2 Compression mold or Squeeze mold
method:

Rather than laying up fiber in sheets and
impregnating it with resin like the typical fiber
manufacturing, compression molding
Composite uses a paste of fibers mixed with
resin that is squeezed out to make almost any
shape. Since the fibers aren’t oriented in any
particular direction, the finished part is strong
all around, having the isotropic property while
remaining light. Lamborghini and Callaway (car
manufacturers) teamed up together to develop
this method on 2010. But since this is a new
method that needs special tools and machines
which does not exist in Irag, a simpler and basic
method was conducted to manufacture the test
specimens; a method that was conducted after
long time of trials and errors, the problem was
to be able of finding a method to manufacture
any shape with perfect smoothness, no gaps as
possible and with the fastest time possible. The
mold used to manufacture the specimen was
made of wood with smooth surfaces inside. It is
also known that creep at high stresses results in
n greater than one which indicates a power law
creep [5]

The following procedure explains how the mold
must be made and used:

e The mold must be taped and oiled with
car oils; the tape makes the surface of
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the specimen extremely smooth and also to be
insulating layer between the mold and the
specimen, while the car oil makes the operation
of removing the specimen from the mold very
easy.

. The cover of the mold must be closed
after step (no. 1) from all direction leaving the
narrow side opened, where the paste is to be
compressed through this part as shown in fig.5

. After the calculations of fiber to matrix
ratio are completed and the paste is ready, the
paste is to be injected through the narrow part of
the mold with a stick with continuous
compression of the paste as shown in fig. 6,
once the paste is all inside the mold, a small
piece of wood with the same width and
thickness of the opened side and with specified
length is to be placed and then hammered to
close the gap and compress the paste inside the
mold.

3.3 Tensile test:

The tensile test specimens were
manufactured according to ASTM D 3039 [6]
(fig.7 and fig.8). Young’s modulus were
obtained from the tensile test and listed in table
2, to be used as input data in ANSY'S software.

3.4 Poisson’s ratio:

Poisons ratio was measured for each tensile
specimen and calculated, see table 3, these
results are to be used as input data in ANSYS
software.

3.5 Creep testing device

Since there was no creep device
available in the nearby universities to be used
for this specific study, where high load could be
applied and the grips to be jaws and not hooks, a
creep device was manufactured specially for this
research. The device of test was designed then
manufactured Similar to another model (MT
040). The model was designed for small
specimens, therefore the device was to be taken
in consideration the big sizes and strength of the
tested specimens. Therefore a bigger size and a
stronger device was manufactured not only to
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test creep but to be adjustable to work as a
buckling device as well if needed, and to have
the ability of applying loads of (up to 3000 N).
All the parts of device were manufactured from
carbon steel No. 45 to withstand the high loads.
The schematic drawing for the device is shown
in fig. 1, the weights of the device and digital
dial gauge were calibrated in the ministry of
planning / central system for calibration

3.6 Testing Procedure:

3.6.1 Creep specimens

Creep test specimen were manufactured
according to ASTM D-638 [ 7 ] , but with
different thickness, because one of the main
objects of this research is to study the effect of
cross sectional area shape on the creep test, In
ASTM D 2990 [ 8 ], (the standard for creep
test) stated that “test specimens may be made by
injection or compression molding with any
particular shape if the object of test is to obtain
design data” which is the case here, so the exact
specimen details were used from the ASTM
standard taking in consideration the same ratio
between each length.

Test specimen was made with the following
factors:

1. Two cross sectional area shape (
square) and ( rectangular) with
maintaining the same effective area

2. Two Types of composites

e Carbon particles / epoxy resin
o E-glass particles / epoxy resin

3. Three different mass fraction (30 —
40 — 50) % wt/wt and for the two
composites.

The Creep specimen dimensions are listed in
table 4 and shown in fig. 9

The specimens were compressed using a
wooden mold as shown in fig. 10

Steps of manufacturing the creep specimens
(letters represents steps in fig. 10
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More details of manufacturing the creep
specimen can be found in Ref. [10]

3.6.2 Conditioning

Test specimens were conditioned at 25 C° for
(48) hours after manufacturing and then it was
preconditioned in the test environment for (48)
hours prior to testing as recommended in ASTM
D-2990.

3.6.3 Final Specimens

The creep test specimens were all labeled and
were ready to be tested. There were (36)
specimens manufactured overall for the creep
test, (18) specimens for each composite (fig. 12
and fig.13)

3.6.4 Testing

e The conditioned specimen was mounted
by the device grips and carefully
aligned so that no eccentric
misalignment would cause bending,
each side of grips was screwed with the
same amount so that the specimen is to
be tightened at the entire surface to
avoid slipping

e The digital dial gauge was adjusted and
set to Zero.

e The full load was applied within a
period not to exceed 5 seconds

e The timer was lunched at the start of the
loading.

e Since the test is less than (1000) hours
then the intervals were taken for each 5
minutes, to take readings of deformation
for period of (60) minutes according to
ASTM D-2990.

e A special document was created for
each specimen to record exact data such
as temperature, relative humidity,
specimen dimensions, specimen weight;
deflection with time, all these data was
recorded prior to the testing process
except for the deflection data, where all
these data is required according to the
ASTM D 2990.
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e Once the period of test was completed,
the load was removed rapidly and
smoothly, the dial gauge and timer were
shut off

e Calculations of other factors and
graphing were employed for the final
results.

3.7 Calculations of the creep constants
and factors

Once the creep test process is completed for all
specimens, the creep factors and constants was
calculated and listed in table 5

4. RESULTS AND DISCUSSIONS

4.1 Experimental Results

When all Creep data were obtained, a
graphical plot was drawn for each case of square
shape compared to the rectangular shape, and
each percentage compared to the other, and
finally compared at three loads. The following
graphs show the creep curves for this study,
where it represent a creep curve at a secondary
stage as planned from the beginning. Since the
employed creep equation is only valid for
secondary creep, and this was done by applying
high stresses above the elastic limit, where this
action leads to skipping the primary stage and
jump straight to the secondary creep. There
were two types of graphs plotted. One for a
certain percentage at the three loads, and other
one for one load with three percentages. Two of
the graphs that represent a plot of a certain
percentage at three loads are presented. Figures
that represented a certain percentage at three
loads (six graphs) (such as fig 14 and fig. 15)
showed graphical results of creep of both carbon
particles reinforced epoxy and E-glass particles
reinforced epoxy at three different loads in each
figure, and with two cross sectional areas. The
straight line represents the square shaped cross
section specimen while the dotted line
represents the rectangular shaped cross section
specimen. It is shown when the mass fraction of
composite increases, the composite tends to be
more creep resistant in an obvious way.
However the slope of the curves are not
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increasing in a steady behavior, meaning, each
curve is increasing with different slope and the
distance between curve and another are not
constant in two cases only. For example the
curves distance from each other ( the amount of
increase in creep resistance) are increasing
almost identically in all six graphs except of one
of them, this could be because of the method of
curve fitting used to draw the graphs, other
possible reason might be due to the
environmental effect, where the specimens were
tested at a little different temperature and
relative humidity, but in general, the creep
resistance was increased clearly with the
increasing of the mass fraction. On the other
hand, the behavior of the two different shapes
was noticed to be negligible. The curves show
that no critical difference was found between the
two different shapes and are almost identical, as
for the curves that are not identical, this is
because of the curve fitting, where the amount
of displacement that was gathered from both
shapes was almost the same, but in different
intervals. Meaning, for example, at 10 minutes a
square shape specimen might have a
displacement of 0.15 mm where the rectangular
specimen has 0.18 mm of displacement, but
when the final extension is reached at 60
minutes the square shaped specimen might have
0.3 mm displacement while the rectangular
shaped specimen extension is 0.31 mm. It is
obvious that the total extension is what matters.
In this case it is not critical difference between
both shapes. But, due to the different intervals,
the curve fitting was different in some cases
which gave a misleading idea that there is a
critical different between both shapes, but in
reality there aren’t any different that can be
taken in consideration. Also, graphs of the three
percentages at a certain load was plotted as
those shown in fig.16 and fig.17 which
represented a certain load for the three mass
fraction percentages (six graphs also) showed
graphical results of creep for both carbon
particles reinforced epoxy and E-glass particles
reinforced epoxy at three different percentages
in each figure. Each figure represents creep
resistant at one load with three different mass
fraction percentages. It is shown that with the
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increase of mass fraction the composite tends to
be more creep resistance. The property of creep
resistance from each percentage to another in
the same composite is contrast. Fiberglass (E-
glass) composites show constant increase in
each percentage, that is almost increasing the
same from one percentage of mass fraction to
another. While in carbon composites, it is shown
that the increasing in creep resistance from
(40%) mass fraction to (50%) is twice of that
from (30%) to (40%) mass fraction, this is
because of the density of these fibers. E-glass
fibers has a density of 2 gr/cm?®, and very low
surface area as noticed with the manufacturing
process. While carbon fibers have a density of
1.55 gr/cm® and very high surface area which
was obvious when the specimens were
manufactured. In other words, changing the
mass fraction for e-glass composite makes a
little difference in volume fraction while carbon
fiber composites make a noticed difference in
volume fraction. That is because of the density
and surface area as mentioned above. This was
noticed also when tensile test was made for the
specimens, e-glass composites showed less
improvement in modulus of elasticity than the
carbon particles composite, where the modulus
was improving strongly, which explain the
reason of this behavior in the graphs above.

4.2 F.E.M (ANSYS) Results:

The specimen was meshed using SOLID186, a
higher order 3-D 20-node solid element that
exhibits quadratic displacement behavior [ 11 ].
Meshing was very fine, exactly (291904) nodes
or (205235) elements.

Figures 18 and 19 are samples of the numerical
solution that was obtained using ANSYS
software. Where fig.18 represents a square
shaped specimen, while fig.19 represents a
rectangular shaped specimen.

It is noticed that the creep strain is
expanding from low level at edges to high level
at the middle of the specimen, which support the
experimental work, where the highest creep
strain in ANSYS is at the same part of the
specimen that was assumed in the experimental
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work, which is the gauge length. All creep
specimens in ANSYS showed the same creep
strain distribution behavior in both square and
rectangular specimens which supports the
discussion earlier that is; both square and
rectangular specimens had almost the same creep
strain for the same composite at the same load.
This means that the load distribution is the same
in all specimens and hence no difference
between the two specimens can be noticed at the
same stress distribution, same volume and same
materials that is made of. This will leave the only
reason that was explained earlier in the
experimental results which is the curve fitting
issue; on the other hand ANSYS results also
showed that there is no critical difference in
creep strain between both square and rectangular
specimens for the same composite at the same
conditions. But, if results are to be compared for
slight differences, then the square shaped
specimen showed a slightly higher resistance to
creep than the rectangular shaped specimen.

Discrepancy between Experimental and
F.E.M solution (ANSYS) was between (0 -
17.24) % Maximum. This discrepancy can be
due to many different factors, such as
environment. Humidity for example plays a
critical role in experimental work and
continuously changing, while ANSYS software
doesn’t take it in consideration and even if it has
been taken as a factor it would be constant and
not changing. Other reason is may be due to the
method of specimen fixing, in reality the
specimen might have a slight misalignment or
very small amount of slipping that can’t be seen,
while this type of problems doesn’t exist in
ANSYS.

5.— CONCLUSIONS

1. The creep results showed that when the
mass fraction increases, the creep resistance
increases. This means that mass fraction
plays a critical role in the mechanical
properties of the material. For example, a
(30%) wt/wt mass fraction of carbon fiber
particles reinforced epoxy at 2000 N
showed a creep strain of (0.38%), then fiber
concentration was increased to (40% wt/wt)
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and the creep strain reduced to (0.26%),
while a (50%) wt/wt showed a creep strain
of (0.21%)

Type of fiber plays a very critical role,
where Carbon fibers showed much higher
creep resistance and also showed much
higher modulus of elasticity than the E-glass
fibers. Therefore when it comes to strength
and higher creep resistance, carbon fiber is
most recommended, but E-glass is not that
bad when the cost factor is to be taken in
consideration, where the carbon fibers cost
4 times more than the E-glass fibers for the
same amount.

Specimen shape factor is noticed to play a
very small role, square cross- sectional area
showed slightly higher resistance for creep
than the rectangular cross-sectional area.
This difference is not critical and can be
ignored. For example, a (40%) wt/wt CFRP
square shaped at 2500 N specimen showed a
creep strain of (0.59%) while the
rectangular shape of the same type of
specimen showed a creep strain of (0.62%).
In general it was found that the creep
resistance increased in CFRP from [30% to
40%] by (34.17%), and increased from [30%
to 50%] by (49.74%). As for the GFRP, the
creep resistance increased from [30% to
40%] by (13.01%), and increased from [30%
to 50%] by (28.79%).
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Table 1: Typical properties of fibers and resin
used in this research.

Item E Density Oyl
CFRP 15%;61180 1.55gr./cmi 4137 MPa
GFRP 7240GPa | 29/cm3 | 3447 MPa
Epoxy 1.1+0.05| >25MPa

CFRP: Carbon fiber (particles)
Reinforced Epoxy

GFRP: Glass fiber (particles)
Reinforced epoxy

Fig.4 — The mold.

Fig.6 — The injection process.
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Fig.8 — GFRP tensile specimens

Table 2 - Young’s modulus for Composites

Experimental and numerical investigation of
creep behavior in isotropic composites

.....

Fig.9 — Dimensions of creep specimen

Table 4 — Creep specimen dimensions

W—Width of narrow

10 mm for square shape

section 14.28 mm for rectangular
shape
L—Length of narrow 38 mm

section

WO—Width overall,

15 mm for square shape
20 mm for rectangular

shape
LO—Length overall 100 mm
G—Gage length 34 mm
D—Distance between 69 mm
grips
T 10 mm for square shape

7 mm for rectangular shape

30 % CFRP wt/wt 13.3
40 % CFRP wt/wt 18.3
50 % CFRP wt/wt 23.3
30 % GFRP wt/wt 4.6
40 % GFRP wt/wt 7.46
50 % GFRP wt/wt 10

Table 3 — Poisson’s ratio for Composites

30 % CFRP wt/wt v=0.229
40 % CFRP wt/wt v=0.211
50 % CFRP wt/wt v=0.207
30 % GFRP wt/wt v=0.262
40 % GFRP wt/wt v=0.256
50 % GFRP wt/wt v=0.2

Square shape specimen mold

The injection of the composite is done
through this hole after the mold was closed

Rectangular shape specimen mold

The injection of the composite is done
through this hole after the mold was closed

Fig.10 — Creep specimens mold shape and
Procedure
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Fig.11 — Carbon/epoxy paste AND E-glass/
Epoxy paste.

Fig.12 — Carbon/epoxy Creep specimens
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Fig.13 - E-glass/epoxy Creep specimens.
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Fig.15 - Plot of 30% GFRP at three loads.

CFRP - (30,40,.50) % wi/wi AT 2000 N for square and rectangular specimen shape
ASTRAIN (%)

TIME (MIN}
3 & ® 1z 4 W B M @ W W} ® A & & 8 W M & W
0% CFRP SOUARL 2000 N
50 % CFRP SOUARE 2000H
40% CFRP SOUAFE 000N
=+ X CIAPALCTANG. J000N
-+ A0 CIRP RECTANG. J000N
30% CFRP RECTANG. 2000M

Fig.16 - Plot of 2000 N load for all three CFRP
percentages.

GFRP - (30, 40, 50 ) % wifwi at 2000 N for square and rectangular specimen shape
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Fig.17 - Plot of 2000 N load for all three GFRP
percentages.
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Fig.18 - Creep test of 30% Square
Carbon/epoxy at 2000 N

Table 5 — Creep constants

apG 12 2012
PETET

309% CFRP SQU. | 1.98 1.67*10"
30% CFRPREC. | 1.86 2.39*10"
40% CFRP SQU. | 1.73 3.53*10"
40 % CFRPREC. | 157 5.71*107"
50 % CFRP SQU. | 1.41 9.22*10
50 % CFRP REC. | 1.27 1.40*10""
30 % GFRP SQU. | 1.94 1.88*10
30 % GFRPREC. | 1.89 2.18*10"
40 % GFRP SQU. 2.3 6.41*10%
40 % GFRPREC. | 2.22 6.41*10%
50 % GFRP SQU. | 2.62 6.41*10%
50 % GFRP REC. 2.5 6.41*10%
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Craep test of 30% Carbon particles reinforced epoxy at 2000 N

Fig.19 - Creep test of 30% rectangular
Carbon/epoxy at 2000 N
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ABSTRACT:

A mathematical model has been formulated to predict the influence of high outdoor air temperature
on the performance of small scale air - conditioning system using R22 and alternative refrigerants R290,
R407C, R410A. All refrigerants were investigated in the cooling mode operation. The mathematical
model results have been validated with experimental data extracted from split type air conditioner of 2 TR
capacity. This entailed the construction of an experimental test rig which consists of four main parts.
They are, the refrigeration system, psychrometric test facility, measuring instrumentation, and auxiliary
systems. The conditioned air was maintained at 25 °C dry bulb and 19 °C wet bulb for all tests. The
outdoor ambient air temperature was varied from 35 °C to 55 °C in 5 °C increments. The study showed
that R290 is the better replacement for R22 when the air conditioning system works under high ambient
temperature. It has better performance as a drop in refrigerant. R407C has the closest performance to
R22, followed by R410A.

KEYWORDS: Numerical and experimental refrigeration cycle performance; Mathematical model; Small
air conditioner; Alternative refrigerants at high ambient temperature.
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1. INTRODUCTION

Many mathematical models have been
proposed in the past for modeling refrigeration
systems. These models can be classified as steady
state and transient simulations. Steady state
simulations are commonly used for performance
prediction and product design. In other words,
vapor compression systems are rated and designed
using steady state performance evaluations. Rice et
al. (1981) used steady state simulation to explore
optimization of conventional air-to-air heat pumps.
The model was used to calculate the maximum
coefficient of performance that can be attained, both
with components that are presently available and
with improved ones, for a range of heat exchanger
sizes. Another model to predict the steady state
performance of an air to air heat pump model was
developed by Fisher and Rice (1983). This model is
known as the ORNL heat pump model. The model
was written using Fortran-1\V computer program. In
medium temperature refrigeration systems, Spatz et
al. (2004) evaluated the performance of R22 with its
potential alternatives of R410A, R404A, and R290.
The results show that R410A is an efficient and
environmentally acceptable option to replace R22 in
medium temperature applications. According to
Cabello et al.(2005), a simplified steady-state model
of a single stage vapor compression plant was
presented based on empirical and parametrical
correlations. This model has been validated by
experimental data obtained from a test bench using
refrigerants R134a, R407C and R22. In 2007,
Techarungpaisan et al. proposed a steady state
simulation model to predict the performance of a
small split type air conditioner with an integrated
water heater. This model was also used to predict
system parameters of interest such as hot water
temperature, condenser exit air temperature,
evaporator exit air temperature, mass flow rate of
refrigerant, heat rejection in condenser and cooling
capacity of the system.

In addition to the above, other models have
been proposed as simulation tools for vapor
compression refrigeration cycles such as VapCyec,
and CYCLE-D. Richardson et al. (2004) presented
VapCyc, which is a steady state simulation tool for
the modeling and optimization of vapor
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compression  refrigeration  system and its
components. The simulation limits the user to the
basic four component system. The simulation
consists of a set of independent variables, such as
system charge, component model numbers and
component independent variables, and results in a
set of dependent system variables, such as COP,
capacity, weight and volume. Another simulation
tool called CYCLE-D offered by the National
Institute of Standards and Technology (NIST) for
the theoretical analysis of a vapor compression
system was used by Domanski et al. (2005). The
goal of their results was to assess the impact of the
evaporator performance on the COP for different
refrigerants.

In this model, a comparative performance of
R22 and its alternatives R290, R407C and R410A
were determined theoretically in an attempt to
examine the possibility of substituting R22 in
residential air conditioners used in summer hot arid
climate.

2-MATHEMATICAL MODELING

The refrigeration cycle consists of four major
components; a rotary compressor running at
constant speed, a finned-tube condenser coil, an
evaporator coil, and capillary tubes.  These
components are connected by pipes which may be
surrounded by insulation. Other components such
as a filter-dries and an accumulator are neglected in
this analysis due to their relatively small influence
on the performance of the system (Jin and Spitler
2002). These components form a complete
refrigeration cycle. In order to simulate the cycle,
all models are interconnected with each other to
form the complete model. The thermodynamic
properties of R22 and the alternative refrigerants
are calculated using the Engineering Equation
Solver (EES) software (Klein 2006). These
properties are calculated from the equation of state
(EOS). The cycle presented in Fig.l is
representative of a single-stage, vapor compression
refrigeration cycle.
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Fig.1 Schematic diagram of a split type A/C system

The pressure-enthalpy diagram for an actual system
with state points is shown in Fig.2. It is noted that
due to pressure drop across both the suction line and
discharge line, the suction pressure (P,) is slightly
lower than the evaporator pressure (Pg), while the
discharge pressure (P,) is higher than the condenser
pressure (P.).

Condensation

ressyre drop E'—‘r Compressor
Dizcharge valv
Condenzation -I NDA izcharge valve

Pressure drop

¥ ¥ Condensation

23

Pressure

Expansion

Evaporating
Pressurg drop
Evaporation T

— — Ideal Cycle
= Actual Cycle

N e

Evaporation

superheating

Enthalpy

Fig.2 Ideal and real refrigeration cycles.

2.1 Modeling of Rotary Compressors

The following assumptions for the rotary
compressor are made:

1. Compressor operates at steady state conditions.

2. Compression process is assumed polytropic.
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3.Changes in Kkinetic and potential energies are
negligible.

4.Compressor motor and mechanical efficiency are
taken to be 78% and 92.5%, respectively
(Wakabayashi et al. 1982).

5.The temperature of the gas along with the shell is
constant.

6.Pressure drop across the discharge valve is
isenthalpic.

7.The flow through the compressor is homogeneous
and one dimensional.

8. The oil effects on the refrigerant properties are
neglected.

In an actual compression process, the entropy
increases as the irreversibilities of the process
increase. Therefore, the compression process in the
compressor is normally polytropic . The power of
compressor is calculated according to the following
equation (Winandy 2002):

n-1

: n|(P)n
W_ =mr. Pv,. -2 -1 1
co r 11n_1(P1] ()

The theoretical power (wg,) can also be calculated

in terms of the enthalpy change of refrigerant across
the compressor, as follows:

Wy =5 = e (H,, — Hy) @)

is

The power input to the compressor is determined as;
W =—2 3)

The overall compressor efficiency determines the
actual amount of electrical energy required to drive
the compressor. This efficiency is calculated by
Cho and Jung ( 2010), and Sakaino et al. (1984) as;

Nov = Min Mme TTmo (4)

The values of efficiencies 77, and 77, are taken as
0.78 and 0.925 respectively (Duprez et. al. 2007),
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whereas the indicated efficiency 77, is calculated as
(Ding and Zhang 2001):
Tin = 1

n

(5)
1+1.5.AP{E’] . VS/Hd ~H,)

The volumetric efficiency #, of the compressor is
calculated from the well known equation:

=
<

1

n =1+C —c(P—d)” ©6)

S

It is well known that the rotary compressors have
high clearance volumetric efficiencies due to the
small clearance volume and corresponding low
re-expansion losses of residual gas (Winandy et. al.
2002). In Eq.6, the clearance volume is taken at
C=5%. The polytropic index n is given as;

In[E’J
- )

APy in EQ.5, is given by Ding and Zhang ( 2001) as;

—0.15‘3—d

AP, = 25(Ty —273.15) %10 P (8)

At steady state, the mass flow rate of refrigerant is
assumed to be the same throughout the system and
equal to the mass flow rate through the compressor
( Blanco et al. 2012 ). Most compressors operate at
a fixed displacement rate. Therefore, the refrigerant
mass flow rate will be a function of the suction
specific volume as ;

: V,.N
m, = Ve N (9)
Vi

The theoretical displacement volume of the
compressor (Vg) is calculated from the difference in
volume between the roller diameter and cylinder
diameter as follows ( ASHRAE Handbook 2010);

L..(D.2-D,2
Vd:” cy(;r ) (10)
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Where: D, and D, are the diameters of the
cylinder and rolling piston respectively, and L,
the length or height of the cylinder.

In the compressor, the heat is transferred
during the compression cycle due to the temperature
difference between the cylinder walls and the
refrigerant gas Qg, on one hand, and between the
shell and the ambient Qs on the other hand. It is
difficult to study the heat transfer phenomena
inside the rotary compressor since it requires
knowledge of the internal dimensions and many
factors concerning re-expansion of residual gas,
mass of return flow, oil and gas leakage and so on.
For these reasons, the heat transfer from the shell to
the ambient is only considered in this study as in
other works(Kim and Bullard (2001), Winkler
(2009)). When the compressor shell temperature has
reached a steady value, the rate of heat transfer from
the refrigerant to the shell is equivalent to the rate of
the heat transfer from the shell to the ambient. The
heat transfer from the compressor shell can be
obtained by applying the first law of
thermodynamics across the compressor shell using
the following equation for the steady state flow,
neglecting the potential and Kkinetic energies
(Duprez et. al., 2007).

Qs =W, —m,(Hy - H,) (11)

2.2 Modeling of Finned Tube Condensers

On the refrigerant side, the condenser is
divided into three heat transfer regions, a vapor
phase de-superheating region, a two-phase
condensing region and a liquid phase subcooling
region. Among these three regions,de-superheating
and subcooling occupy relatively a small portion.
The de-superheating uses about 5 percent of the
condensing surface area and subcooling uses 5 to 10
percent (Wang, 2000). The rest of the condenser
area undergoes condensation at constant pressure
and temperature. Fig.3 shows a schematic diagram
of the heat transfer processes through the
condenser.
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The following assumptions are made in this study;
1-One dimensional steady flow,

2-Thermodynamic equilibrium between the liquid
and vapor (separated flow),

3-The condenser coils are assumed to be one dry
path.

4-In the two phase region, the flow is assumed to be
annular flow.

5-The air side heat transfer coefficient is constant
over the whole condenser.

6-The air and refrigerant flow directions are in
counter flow configuration.

7-The heat transfer and pressure drop effects are
considered in the condenser tubes and they are
neglected in bends.

The heat rejected from each region can be
determined by evaluating the enthalpies at the inlets
and outlets.

Qea = IT"r(Hs - Ha') (12)
Qc,t = rﬁ,(Hg - Hs") (13)
Qc,sb = rrY]r(H’c}" - H4) (14)
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The effectiveness — number of transfer units (& -
NTU ) method is utilized to find the heat transfer
for each region in the heat exchanger, using the

temperature difference between the air and
refrigerant sides as:

Qc,d =£4Crin (TS _Ta,c) (15)
Qc,t = &Crin (Ts' _Ta,sc) (16)
Qc,sb = &Chin (T3" _Ta,i) (17)

The condenser effectiveness (&) is defined as the
ratio between actual heat transfer rate to maximum
heat transfer rate:

c __;a 18
Qm ( )

The effectiveness of cross flow heat exchanger with
unmixed fluid is a function of the specific heat ratio
(Cmin /Cmax) and the number of transfer units

(Incropera and DeWitt, 1990 ).

For single phase region

0.22
£=1—exp L[EXP((—Cmin I Crmax) * NTU 0-78) 71]
Cmin / Cmax

For two phase region

g=1-exp(- NTU) (20)
Where the number of transfer units is calculated for
each region to determine the heat transfer rate. This
parameter is defined as follows:

UA
NTU = ,
Cmin

(21)

Where cin =min(Cp,.Cum ), the refrigerant is modeled

as mixed fluid and the air is modeled as unmixed
fluid

Cp =mr Cp, 22)

Cum = rlna Cpa

The UA wvalue denotes the overall thermal
conductance of any region in the condenser in
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W/°C. The overall thermal conductance is
computed as:
1 1 & 1 1

(23)

—= + + +
UA WA Kk Am by Ao 7o haAO

By neglecting the very small resistances of the tube
wall and the thermal contact resistance, the overall
thermal conductance reduce to;

1 (24)
UA hrA(,i 7o ha Ay
In single-phase region (liquid or vapor), the

forced convection heat transfer coefficient of the
refrigerant side for a smooth tube was determined
using the Dittus-Boelter equation (Incropera and
DeWitt, 1990)

he s :0.023.Re°'8.Pra% (25)
For liquid phase: (a=0.3)
_ C
Re = G—d' Pr, = P it (26)
He kp
For vapor phase(a=0.4)
) Cpy 14
Re, = G4, Pr, = P # (27)
Hy ky

In the two phase region, the condensation heat
transfer coefficient correlations by Shah (1979) was
employed. This correlation is calculated as a
function of the vapor quality. It can be written as
follows:

e, 3.8 x°7 (1 x)%

hr,t = h| (1_ X) PO'SB (28)
re

Where the liquid heat transfer coefficient, h,, is
calculated using the Dittus-Boelter equation and P,

is the reduced pressure of refrigerant (P, =P, /P, ).

Furthermore, the average convection heat transfer
coefficient in the condenser and evaporator is
obtained by integrating local values over the length
of the two phase region. The vapor quality of the
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refrigerant is assumed to be linear throughout the
length. Therefore, the integration is performed over
the range of refrigerant vapor quality. The average

condensing heat transfer coefficient, h,,, is thus
given by:
1 Xout
v =—— [ Mg ox (29)
0 1 X

in

Where x; and x, are vapor quality of refrigerant at
the inlet and outlet of the condenser( x;=1 and x,=0).

The air side heat transfer coefficient for dry
surfaces is based on the work of McQuiston (1981)
and is calculated by the correlation :

o J Cp, Gy
c,a — Pr%

The dry fin efficiency for a thin insulated tip with
uniform rectangular section is based on the
Schmidt method as described by Incropera and
DeWitt (1990).

3000 < Re <15000 (30)

tanh(ml
, = ann(ml) (31)
ml
The parameters m and | are defined as:
2 h,
R (32)
I=tp p=re [:—e—lj{u O.35I0g[:—9H (33)
0 0

Where r. is equivalent radius, and r, is the outer
radius of the fin. The equivalent radius parameter is
given by the equation.

:—6:1.28 w(B-0.2)2 (34)
0
_ St
V= 21, (35)
Su
p=—Lt p=1 (36)
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Where: S, and S, are longitudinal and transverse
pitch, respectively. S, is always selected to be
greater than or equal to S,. Finally, the overall

heat transfer rate for the entire condenser is the sum
of the heat transfer rates for the three regions

Qe = Qqe + ZQt,i +Qqp (37)
i1

Where n is number of condensing region segments.

2.3 Adiabatic Capillary Tube Modeling

The capillary tube is a constant area expansion
device used widely in small scale air conditioner
systems. The refrigerant flow inside the capillary
tube can be divided into the single phase and two-
phase regions. Fig.4 shows a schematic diagram of
the straight capillary tube connecting the outlet of
the condenser and the inlet of the evaporator.

Tamb. | L
liquid phase region Two phase region

> % > 3
T
'

<
4

1ALy

—

L
é —> I
5 Evapotator Coil
(Down gtream flow)

Condenser Coil ~ fi3 3 i H i E i
(Up swdam flow) Ao . | ' 1
\ L vy

Inlet Samuraton point Chocking point

Fig.4 Schematic diagram of a capillary tube
The following assumptions are made:
1.The capillary tube operates at steady state.

2.Single and
considered.

two phase flow analysis are

3.A subcooled liquid state enters the capillary tube .

4.The flow of refrigerant inside the capillary tube is
one dimensional, homogenous and adiabatic.

5.Changes in Kkinetic and potential energies are
negligible.

6.The capillary tube is a straight and horizontal
tube with a constant cross-sectional area.
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The geometrical parameters and input conditions
to the capillary tube model are inner diameter,
temperature and pressure of the subcooled liquid
refrigerant, and thermophysical properties of
refrigerant. Results of the capillary tube model are
the pressure and temperature at capillary tube exit
and the capillary choking length.

By applying the Bernoulli equation between
points 1 and 2, the minor pressure drop at the
entrance is calculated by Sinpiboon and Wongwises
(2002);

pV?

PPy = (1+k )

(38)

Where k is the entrance loss factor. References are
not in agreement about its value. The value of
k=0.5 is used here as given by Chen (2008).

In the single phase region (points 2—3), the
pressure at point 2 decreases linearly until the
saturation pressure at point 3 according to the
following equation (Munson and Young 2010).

L PV

ca

(39)

By applying the steady flow energy equation for
the single phase liquid region in the capillary tube
with negligible work and heat exchange, we get:
H2:H3:HSC (40)
Applying the steady flow energy equation for

each element lying in the two phase region, between
sections 3 and 4:

2 2

V. G
H3+73=Hf+x Hfg+7(vf+x.vfg)2 (41)

Eqg.41 is quadratic in the quality x. It is given with
other details and the choking length by Sukkarin
and Somchai, 2011.

2.4 Modeling of a Direct
Evaporator

Expansion

The analysis for the evaporator model is
similar to that of the condenser, but is assumed to
contain two heat transfer regions on the refrigerant
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side, namely a two phase evaporating region and a
single phase superheated region. In addition, the air
side cooling region is divided into two sections
which are dry and wet. Fig.5 shows the refrigerant
flow through the evaporator.

The following assumptions are made for the
evaporator model:

1.Fin edges are adiabatic
2.Fin efficiency is assumed to be 90%

3.The degree of superheating at the evaporator is
assumed to be 6 °C.

4.Dehumidification occurs on the air side at the
entrance of two phase region.

5.Heat transfer and pressure drop effects due to
bends are neglected.
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Fig.5 Temperature diagram in an evaporator coil

The heat gain by the refrigerant side in the
two phase and superheated regions are given by the
formulae ;

Qe,t = mr(HG‘ - H6) = 5t*Cmin,t<Ta,t _Tﬁ) (42)

Qe,sp = mr(H7 _HG'):ge,spCmin (Tro,i _TG') (43)

Where Hg, H; and Hg are refrigerant enthalpies at
the locations in Fig.5. The modified heat
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exchanger effectiveness &, is given by Harms et al
(2002) as;

" UA™
g =1-exp | -
[ manaj

Where UA" is the overall heat transfer coefficient
for the wet cooling region.

(44)

The overall thermal conductance of the wet
region of the evaporator coil is computed as

1 1 1 1

— = + + (45)
UA hAin h Ay haw 70w Ao

McQuiston and Tree (1973) assumed a linear
relationship between the humidity ratio of the
saturated air at the wet surface, and the surface
temperature. These parameters are determined as
follows:

k

h| — wa

0,

wa

(46)

(47)

H fg,w(Wa - WW)}

h, = h, goll+—owa wo
o a‘dry{ Le Cpa(Ta _Tw)

Higw= [7 2*107° T3 +0.0012 T2 —2.3804 Ty + 2501.6}*103

(48)

The moist air properties are
relations given by Joudi,1991.

obtained using

As in the condenser model, the Dittus-Boelter
equation is used to compute the refrigerant side heat
transfer coefficient in the single phase region:

hr,s = 0.023.Re0'8_pr0.4£

(25)

Whereas, the evaporating heat transfer coefficient in
the two-phase region (h;y) is calculated as
(Domanski and David, 1985) ;

hr,t = 3'22')(&0'3 hr,s (49)
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The above correlation is applicable for annular flow
at qualities from 10 percent to 90 percent.

The forced convection heat transfer coefficient
on the air side of flat finned tube heat exchangers
(haary) is calculated by the correlation proposed by
Briggs and Yong, 1962.

0.2
k
ha, dry =0.134.—D6(‘) Re-681 py0-333 [é) [%

(50)
The evaporator cooling capacity is the sum of the
combination of heat gains by the refrigerant side in
the two phase and superheated regions and can be
expressed as:

Qe = ZQe,i +Qe,sp (51)

i=1

2.5 System Pressure Drop

Pressure drop in the system consist of
pressure drops in the main components of the
system and connecting pipes. Conventional
equations are used with full details given by Al-
Amir 2013.

3. SOLUTION PROCEDURE

The Engineering Equation Solver (EES)
software is used in this work for computer
programming. The computer program of the actual
cycle is more complex when compared to the ideal
cycle program and consists of a main program and
a number of procedures. These procedures are
coupled with the main program by call commands.
The main program contains system equations and
call statements for all the preceding procedures.
Basic inputs are required to the main program to
simulate the actual vapor refrigeration cycle
performance. These inputs are the physical
dimensions of the components and operating
conditions for cycle. The output parameters of the
system simulation model are the cycle state points,
cooling capacity, heat rejection from the condenser,
refrigerant pressure drops, consumed power, and the
coefficient of performance. To plot the steady state
characteristic performance of the actual refri-
geration cycle on a p-h diagram, pressure and
enthalpy data are taken from the simulation results.
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For each refrigerant, five different settings of
outdoor air temperature into the condenser were
considered. The EES software is used to plot data
on a p-h diagram.

4. EXPERIMENTAL WORK

The experimental test rig is shown in Fig. 6.
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Fig.6 A schematic diagram of the experimental test
rig with dimension of conditioned compartment and
environmental duct a)top view b) front view

It consists of four main parts which are the
refrigeration system, the psychrometric apparatus,
measuring instrumentation, and auxiliary systems.
Split type air conditioners with a 2 TR nominal
cooling capacity model EL-26ITERH
manufactured by Denka company were tested
experimentally. This system required to replace the
compressor for R410A refrigerant due to its higher
operating pressures. The psychrometric apparatus
consists of two sections, which are the indoor
conditioned compartment and the outdoor
environmental duct. These sections were locally
constructed and their conditions were maintained
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according to the ASHRAE standard 37-2009 for
testing unitary air conditioners and heat pumps.
The dry and wet bulb air temperatures for the
interior are 27 °C/19 °C and outdoor ambient are 35
9C/24 °C. The evaporator unit was mounted at a
height of 1.75 m. Six electric heaters, 1200 W
each, were placed inside the condition compartment
for the heat load. They are controlled by a Solid
State Relay (SSR) to maintain the air temperature
inside the compartment at 25 °C throughout the test
period. The environmental duct has an L shape and
includes two circulation fans with dampers, which
drive the air through the thermally insulated
environmental duct. Three electric resistance
heaters, 1200 W each, are located inside the duct for
controlling the temperature of the air across the
condensing unit. All the components such as system
units, fans, electric heaters and voltage regulator are
connected to a power supply. A sample of
systematic test runs is summarized in Table 1.

Table 1Experimental runs at optimum charge under
various outdoor air temperature

The instrumentation required for testing are
divided into refrigerant and air sides. Refrigerant
side measurements include the thermocouples type-
K with a range of -50 to 250 °C and an accuracy of
+ (0.4 % + 0.5 °C), pressure transducers with a
range of 0-10 bar or 0-40 bar and an accuracy of
+1% of full scale, turbine flow meter with a range
of 0.02-1.2 m*h and an accuracy of +0.58 of the
reading. Whereas, air side measurements include
thermocouples type-T with a range of -270 to 400
%C and an accuracy of + 0.3 °C, and collection vane
type anemometer with a range of 0.4 - 30 m/s and
an accuracy of £ 3 % full scale. All measurements
were calibrated before their use.

5. RESULTS AND DISCUSION

Fig.7 shows influence of outdoor air
temperature on the compressor discharge tempera-
ture. Clearly, increasing the outdoor air

temperatures increases the compressor discharge
temperature. It is noted from the same figure that
discharge temperature of the R22 is higher by about
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21-23°C than that of R290 at outdoor temperature
ranging from 35 °C to 55 °C.

Fig.8 shows the effects of outdoor air
temperature on power consumption of compressor
when the system operates in the cooling mode. The
compressor power consumption increases with
increasing outdoor air temperature from 35 °C to 55
°C with a constant 25 °C inside the conditioned
compartment. This is because the compressor power
is affected by two factors, the refrigerant mass flow
rate and the compression ratio. The power
consumption increased from 2.365 kW to 2.84 kW
for R22, 2.04 kW to 2.65 kW for R290, 2.47 kW to
2.93 kW for R407C, 2.74 kW to 3.32 kW for
R410A for the same outdoor temperature range.
Also, the power consumption increases with
increased outdoor air temperature due to the rise in
the temperature difference (lift) between the
environmental duct and conditioned compartment.

The system has high cooling capacities at the
standard rating conditions (35 °C outdoor air
temperature), but lose capacity as the outdoor air

Ref. Type Charge No. of | Optimum | Outdoor| No. of
Level(gram) | Run Charge(g) | Temp(C){ Run
1500 2
35 2
1600 2
1700 2
1800 2 R22 40 2
1900 2
R22 2000 > (20009) 45 2
2100 2
2200 2 50 2
2300 2 5
2
200 2
300 2 % 2
400 2
500 2
R290 70 : Sggo - :
700 2
800 2 ( g) s 2
900 2
1000 2 50 2
1100 2 55
2
1500 2
1600 2 % 2
1700 2 0 2
1800 2
R407C  [is00 7| RAOTC | s |2
2000 2 (1900 g)
2100 2 50 2
2200 2
2300 2 55 2
1800 2
2000 2 35 2
2200 2 o ,
R410A %% g R410A
2800 2 (2800¢9) |_* 2
3000 2 50 ,
3200 2 55 2
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temperature increases as shown in Fig.9 . The

cooling capacity of R410A has a higher value, at
the standard test condition, than the other
refrigerants. This is because of the high volumetric
refrigerating capacity, which is defined as the
cooling capacity per unit vapor volume at the exit
of the evaporator in kJ/m®. Moreover, the mass
flow rate of R410A is higher than the other
refrigerants at this condition. When the outdoor air
temperature increases to 55 °C, the cooling capacity
of R410A drops faster than the other refrigerants
because of its low critical temperature (72.5 °C).
Theoretical results for 2 TR system using R410A is
higher by about 3.82 % than that of R22 while it is
lower for the alternative refrigerants R407C and
R290 by about 1.66 % and 4.63 % than that of R22,
respectively.

Fig.10 indicates that the lower the outdoor air
temperature, the higher is the COP. As the outdoor
temperature increases, the COP values decrease for
all  refrigerants.  With  increasing  outdoor
temperature, the COP of system charged with
R410A drops much more than that of the same
system charged with other refrigerants. Which
means, the COP of R410A system is more sensitive
to changes in outdoor temperature. On the other
hand, the system charged with R290 has the highest
COP among the selected refrigerants at standard
conditions. The COP of R407C seems to be similar
to R22, as excepted. At maximum outdoor air
temperature (55 °C), the coefficient of performance
is maximum for R290 and minimum for R410A.

6. VALIDATION OF THE THEORETICAL
MODEL WITH EXPERIMENTAL DATA

The normal way of validation of a theoretical
model is by comparison with experimental results at
the same operating conditions. The deviations
between the two results are calculated by the
following formulas;

(Xtheoretical - Xexperimental ) % 100
X

(52)

Relative deviation (x %)=
experimental

Average deVIatiOI’] (Xav %) — %i (Xi,thenre;i(cal - Xi,experimental ) % 100
i=1

i,experimental
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Fig.11 shows the comparison between
calculated and measured compressor discharge
temperatures for outdoor air temperatures of 35°C,
40 °C, 45 °C 50 °C and 55 °C. Fig.(11) include 40
experimental data points, 10 data points for each
refrigerant. The compressor discharge temperature
calculations agree well with experimental measure-
ements. All the points are within -3.198% and
+4.4% .

A comparison of calculated and measured
compressor work with different outdoor air
temperatures is shown in Fig.12. The measured
results, lie within a maximum deviation of 6.92%
and a minimum deviation of -4.07 % .

Good agreement is observed between the
calculated and measured cooling capacity at
different outdoor air temperatures as shown in
Fig.13. The maximum deviation in the system is
+11.7%. All the theoretical values are higher than
the experimental values for all four refrigerants.

The calculations of the coefficient of
performance for the actual cycle lead to good
results, as illustrated in Fig. 14. For R22, the
average deviation in the coefficient of performance
was 3.68% and minimum deviation of -3.38%. The
theoretical predictions for COP values are higher
than the experimental values for the actual cycle.

The actual cycle diagrams (Figs. 15 to 18)
clearly show the effect of outdoor temperature at a
relatively constant evaporator temperature. Pressure
drops across suction line and discharge valve of
compressor are very clear and the minor pressure
drops inside the condenser and evaporator are
obvious. These characteristics are, of course, not
present in the assumptions for the ideal cycles.

7. CONCLUSIONS

1.At standard rating conditions, the cooling capacity
for R410A was highest among the investigated
refrigerants.

2. The compressor discharge temperature increase
with increasing outdoor air temperatures. R22
refrigerant has higher discharge temperature than
the other refrigerants.
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3.The system charged with R290 has the best COP
than the other refrigerants.

4.The comparison shows that the power
consumption of R410A and R407C are higher by
about 15.8-16.9% and 4.4-3.17%, respectively
and R290 lower by about 13.7-6.7% as
compared to R22 wunder same operating
conditions. Test results demonstrate that R290 is
a good alternative to replace R22 in air
conditioners from the standpoint of energy
efficiency.

5.The results also show that the COP values
decrease for all investigated refrigerants, as the
outdoor temperature increases. The COP for 2
TR system using R410A is found to be the
lowest among the four refrigerants at high
outdoor air temperature. Therefore, R410A is not
a good choice for air conditioner in high outdoor
air temperature.
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NOMENCLATURE

A Area(m?)

C, Specific heat at constant pressure (J/kg.’C)
Cy  Specific heat at constant volume (J/kg.°C)
d.a  Capillary tube diameter(m)

Dy Hydraulic diameter (m)

fs Friction factor

G Mass flux (kg/s.m?)

h heat transfer coefficient (W/m>.°C)
H Enthalpy(kJ/kg)

J Colburn J factor

k Thermal conductivity (W/m.K)

K Entrance loss factor

k,  thermal conductivity of wall tube (W/m.K)
Le Lewis number

m

mass flow rate(kg/s)
Polytropic index

>
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Nt
nI’O
Ny
N
Nu
P
Pr
Pre
Q
Re

SL

number of fins

number of rows.

number of tube

Number of cycles per minute(N=3600)
Nusselt number

Pressure (kPa)

Prandtl number

Reduce pressure

Heat (kW)
Reynolds number

Longitudinal pitch (m)

Tangential pitch (m)

Temperature (K)

Overall heat transfer coefficient (W/°C)

Specific volume at the comp. suc. (m*/kg)

Displacement Volume of the compressor (m?®)

Compressor power (kW)
Quality
Lockhart Martinelli parameter

Greek Symbols

Y Adiabatic index

P Effectiveness

&y Void fraction

APy Pressure drop across the discharge valve

n,  Efficiency

u Dynamic viscosity (kg/m's)

v Kinematic viscosity(m?s)

p Density (kg/m®)

o, Two phase liquid multipliers

o,  Two phase vapor multipliers

3 Fin thickness(mm)

St Wall thickness of the tube (5, =0.5mm).

o Surface tension (N/ m?)

Ah Enthalpy change (kJ/kg)

Xy Lockhart Martinelli parameter
SUBSCRIPTS

c condenser

CO  compressor

d discharge

e evaporator

i input

| liquid
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r refrigerant
S suction

S Shell

t Tangential
v vapor

ABBREVIATIONS

COP Coefficient Of Performance
EES Engineering Equation Solver
GWP  Global Worming Potential

HC Hydrocarbon

HCFC  Hydro chlorofluorecarbon

HFC Hydro fluorocarbon

PID Proportional Integral Derivative

TR Tone of Refrigeration
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ABSTRUCT

The one-dimensional, spherical coordinate, non-linear partial differential equation of
transient heat conduction through a hollow spherical thermal insulation material of a
thermal conductivity temperature dependent property proposed by an available empirical
function is solved analytically using Kirchhoff’s transformation. It is assumed that this
insulating material is initially at a uniform temperature. Then, it is suddenly subjected at
its inner radius with a step change in temperature. Four thermal insulation materials were
selected. An identical analytical solution was achieved when comparing the results of
temperature distribution with available analytical solution for the same four case studies
that assume a constant thermal conductivity. It is found that the characteristics of the
thermal insulation material and the pressure value between its particles have a major
effect on the rate of heat transfer and temperature profile.

KEYWORDS: Nonlinear differential equation, analytical solution, thermal conductivity,
transient, Kirchhoff’s transformation.
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Mishaal Abdulameer Abdulkareem Analytical Solution of Transient Heat Conduction
Through a Hollow Spherical Thermal Insulation

Material of a Temperature Dependant Thermal

Conductivity

1. INTRODUCTION

The characteristics of the thermal insulating
materials that are used in air separation
plants, storage tanks, transfer lines and
transport vessels for cryogenic liquids and
liquefied hydrocarbons affect  the
performance of these applications. Most of
these thermal insulations operate under
atmospheric or medium vacuum pressure,
and it use either Perlite (a loose granulated
material of volcanic glass origin heated at
850-900 C° to vaporize the high water
content that is trapped in its structure and
allowing its volume to be porous and
expanded up to 7-16 times its original
volume), or mineral fibers in the form of
shells or mats (Kropschot and Burges,
1962), (Kaganer, 1969) and (Verschoor and
Greebler, 1952). For specific applications,
when only a small space is available for
thermal insulation, a system of multilayered
foils is used in a high vacuum. It is preferred
in the field of transfer lines of liquid
hydrogen and liquid helium as well as
components in the space technology and in
the field of physical basic experimental
research (Hoffman, 2006). A common
property of all cryogenic thermal insulating
materials is that it operates under high
temperature deference between atmospheric
air and cryogenic fluid temperatures.
Therefore, filling it inside a vacuumed leak
tight annular space separating the
atmosphere from cryogenic fluid vessels is
necessary to avoid the drop in its efficiency
due to the penetration and freeze of water
vapor and carbon dioxide.

The sudden filling of an empty
cryogenic liquid storage tank initially at
atmospheric temperature with a cryogenic
liquid at its saturation temperature will
initiate a sudden high temperature difference
between the terminals of the annular space
containing the thermal insulating material.
This high temperature difference is behind
the dependence of thermal conductivity of
the thermal insulation material on its
temperature. In addition, it will initiate a
potential for the evaporation of cryogenic
liquid due to the transient heat transfer

79

inside the cryogenic liquid storage tank. This
energy loss is of a great economic interest
especially when the size of cryogenic liquid
storage tank is relatively big.

(Zivkovic et al, 2010) have used the
PAK-T software package, which is based on
the finite element method using the Galerkin
approach to solve the non-linear transient
two-dimensional heat conduction through an
insulation wall of tank for transportation of
liquid aluminum. The objective was to
optimize, under certain boundary conditions,
the thickness of the insulation material
which its thermal properties is a temperature
dependent.

(Singh, Jain and Rizwan-Uddin, 2008)
presented an analytical double-series
solution for transient heat conduction in
polar coordinates (2-D cylindrical) for
multi-layer domain in the radial direction
with spatially non-uniform but time-
independent  volumetric  heat  sources.
Inhomogeneous boundary conditions of the
third kind are applied in the direction
perpendicular to the layers. Only
homogeneous boundary conditions of the
first or second kind are applicable on 9=
constant surfaces.

(Jain, Singh and Rizwan-uddin, 2010)
presented an analytical series solution for
transient boundary-value problem of heat
conduction in r — @ spherical coordinates.
The proposed solution is applicable in
spherical or part-spherical multilayer
geometries in which temperature does not
depend upon the ¢ direction such as:

spherical cone, hemisphere, spherical wedge
or full sphere. Spatially non-uniform, (only
rand 0 -dependent), time  independent

volumetric heat sources may be present in
the layers. Inhomogeneous, time
independent, 6 -dependent boundary
conditions of the first, second or third kind
may be applied on the inner and outer radial
boundaries, and only homogenous boundary
conditions of the first or second kind may be
applied on the @-direction boundary
surfaces.
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(Amiri, Kayhani and Norouzi, 2012)
have investigated analytically the unsteady
heat conduction in composite fiber winded
cylindrical shape laminates. This solution is
valid for the most generalized boundary
conditions that combine the effects of
conduction, convection and radiation both
inside and outside the cylindrical composite
laminates. The Laplace transformation has
been used to change the problem domain
from time into frequency. An appropriate
Fourier transformation has been derived
using the Sturm-Liouville theorem. Due to
the difficulty of applying the inverse
Laplace transformation, the Meromorphic
function method is utilized to find the
transient  temperature  distribution in
laminate.

In this paper, the one-dimensional,
spherical coordinate, non-linear partial
differential equation of transient heat
conduction through a hollow spherical
thermal insulation material of a thermal
conductivity temperature dependent
property proposed by an available empirical

function(k :a+bT°), (Hoffman, 2006), is

solved analytically using Kirchhoff’s
transformation. This insulating material is
initially at a uniform temperature (T; ). Then,

it is suddenly subjected at its internal radius
(r=R,) with a constant temperature
(T,),(T, <T;). Four thermal insulation
materials were selected, (Hoffman, 2006),
each of outside radius of (Im). The first is
Perlite of thickness (500mm) with a
characteristic mean particle diameter of
(d,, =0.5mm) and density of
(p=64kg/m3) at (105 Pa) atmospheric
pressure. The second is Perlite of thickness
(300mm)with a characteristic mean particle
diameter of (d,, =0.5mm) and density of
(p=50kg/m3) at a gas pressure (< 0.1Pa).
The third is Microglass spheres of thickness
(200mm) with a characteristic mean particle
diameter of (d, =0.1mm) and density of

(p=225kg/m3) at a gas pressure(<1Pa).
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The fourth is micro fine Fiberglass mats of
thickness (100mm) with a mean fiber

diameter of (d, =1.143xm) and density of

(p=240kg/m3) at a gas pressure(<1Pa).
To validate the results, the temperature
distribution will be compared with an
available analytical solution for the same
four case studies that assume a constant
thermal conductivity. A summery table will
present the general analytical solution for
the history of temperature profiles and heat
transfer rates of any size and type of thermal
insulation material that is subjected at
(r=R,) with a constant temperature(T, ),

(T, <T)).

2. STATEMENT
PROBLEM
Consider a spherical storage tank of

liquefied cryogenic fluid is thermally

insulated with a hollow spherical super
insulating material of temperature dependent
thermal conductivity proposed by an

available empirical function(k=a+bT°),
and of inside radius (R,) and outside
radius(R,). This insulating material is
initially at a uniform temperature (T; ). Then,
it is suddenly subjected at (r=R,;) with a
constant temperature (T, ), (T, <T,) as shown

in Fig. 1. It is required to find the transient
temperature distribution of the insulating
material and the rate of heat transfer.

OF THE

3. ANALYTICAL SOLUTION
To solve this problem, the following
assumptions are considered:

1. The temperature is a function of (r,t)
only, (Transient, One-dimensional
solution), and no heat transfer in
(9and ¢) directions.

2. The temperature dependant thermal
conductivity of the insulating material
is proposed by an available empirical

function (k =a+bT °).
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3. The mean specific heat capacity (C,,)
and the density (p) of the insulating
material are temperature independent
properties.

4.  The initial temperature of
insulating material is constant (T; ).

5. The insulating material is suddenly
subjected at (r=R;) with a constant
temperature (T,) and held at its initial
temperature value(T,) at its outside

surface at(r =R,).

6. No convection or radiation heat
transfer at the boundaries.

7. Nointernal heat generation.

the

Since all of the thermal properties of the

insulating  material are  temperature
independent except for the thermal
conductivity, which is a temperature

dependent property, and there is no heat
generation and no convection or radiation
heat transfer at the boundaries. Therefore,
the spherical coordinates, one-dimensional,
non-linear transient heat conduction partial
differential equation, with its initial and
Dirichlet boundary condition are given as
follows:

T 1 6( 5 on\OT
oo &= = 9l er)
™ ot rzar[ ()ar)

T(r0)=T, 1)
T(Rlit) =To
T(Rz ) =T;

To linearize the non-linear partial
differential equation in system (1), a
corrected  Kirchhoff’s transformation in
accordance to the zero lower limit of the
absolute temperature scale, as shown in Fig.
2, is used as follows:

w= [k(T)dT )
0
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Substituting eq. (2) into system (1) and
rearranging Yyields;

1 oy _10(ov
nimy ot 12 ar(r arj
w(r.0)=y; ©)
v (R, t) =y,
y(Ry,t) =y,
v, = [kmaT

Ty
#; = [k(T)dT
Ti
Vo =Vit K
To homogenize system (3), assume;
B=v-v (4)

Substitute eq. (4) into system (3) and
rearranging, yields;

108 10(,08
Ponimy ot v ar(r Ej
B(r,0)=0 )
BRy,1) =
B(R,,1) =0

To eliminate the (rz)term in system (5),
assume;

(6)

50
r

Substitute eqg. (6) into system (5) and
rearranging, yields;



Volume

(")

O(Ry,t) =Ry
O(R,,t)=0

a—km

" pC

TD
jk(r)dT
km _ Ti _ Hi
T,-T, T,-T,

0 I

T,
j C(T)dT

To solve system (7), assume the following:

o(rt)=6,(r)+6,(r.t) 8)
6,(r)=c,r+c, (9)
Substitute the boundary conditions of

system (7) into eq. (9) and rearranging,
yields;

el(r): Ri :2—_I; (10)
ASSUmMe;
0,(r,t)=R(r)e(t) (11)

Substituting eq. (11) into system (7) and
using the method of separation of variables,
then rearranging, yields;

R(r)=c, cos(Ar)+ c,sin(Ar) (12)

7(t) = c,e et (13)

Substitute eqg. (10), (12) and (13) into eq.
(8), yields;
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o(r t)= Rl,u,[ Rp =t j+

R, =R, (14)
[c, cos(ir)+ ¢, sin(Ar )]c,e ™t

Substitute the boundary condition of system
(7) into eq. (14) and rearranging, yields;

o(r. )= Ry [QJ .

R, -R 5

ib sin[Z, (= RI| a0

~""| sin(2,R )

A= n=012 (16)
RZ -1

b, =2 sin{nﬁ Ry J (17)
nz R, - R,

Substitute eq. (16) and (17) into eq. (15),
yields;

O(r,t) =Ry .

R,—r |
RZ_Rl
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[RZ—rJ_
R [\R; =R,

olrit)==+
e 2 . ( r
Z—sm nr
o N7 R, -R;

T T
J-k(T)dT —jk(r)dT
0 0

TO
j K(T)dT
(18)

R, -r
RZ_Rl

i%sin[nﬂ

n=1

r-Rr;
Rz_R1

To normalize eq. the

following:

(18), assume

RZ
R
« =R
) RZ - Rl
_apt
R/

&=

r

(19)

Fo=

Hence, substituting eq. (19) into eq. (18) and
rearrange, yields the general analytical close
form solution of unsteady temperature
distribution through the spherical thermal
insulation material as follows;

T T
J.k(T)dT —Ik(T)dT
T*_0 0

[y }

| rE-1)+1

2
("—”j Fo
el

TO
K(T)dT
! (20)

@ ’ . e
1+ ;msm(ﬂm )9

2
7[ nz ]at
je Rp—Ry) "
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The unsteady heat transfer through the

spherical thermal insulation material is
given as:

oT(r,t
q(r,t)=—[—k(T)A<r> a(r )j (21)
Ay =4xr? (22)

Differentiating eq. (18) and rearranging,
yields:

_szk(T)dT
aT(r,t) __(&J. T, T

(23)

r-R
cos| Nzt ———

Ry —Ry

R, - R

r
. r-R
sin| nz

R

]
2 {l
nrx

- [n 2
T
- ant
R—R] "
e 27

2
n=1

Substitute eq. (22) and (23) into eq. (21),
and rearrange, yields:

T

Jgk(l')dT

T

q(r,t)=-4zR,.

Ry
Ry —Ry

r-R;
cos| Nz
Ry-Ry

&

+

_ n 2
T

- apt

e [RZ*Rl] "

(24)

2
n=1

. r - Rl
sin| nz
Ry — Ry
nz
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To normalize eq. (24), substituting eq. (19) 3.1.2 Heat transfer:
into (24) and rearrange, yields: Substitute the value of (k,,) into eq.

(25) and rearranging, yields;
TO
q:—47rR1.L[k(T)dT] [ij

2
e (25) q=47Rk, (T, -T, )(a]
. . Jp: . (r*(§—1)+1)cos(n7zr*)— e
; (r (§—1)+1jcos(nm’ )— e_[;—l] Fo £+z N ) . [af—lj F
n=1 ['fn—;ljsin[nm'*) 2 (Vjsm(ﬂm )
And the heat transfer at the inner surface of
the thermal insulation material (r*=o) is 3.2 Casestudy (2): k(T)=a+bT®

given as:
3.2.1 Temperature profile:
T . _[ni]z - Substitute the value of
g, =47 R,| [k(T)dT (Lj £+Ze e1) 7 | (k(Ty=a+bT®) into eq. (20) and
T, ¢-1)12 F rearranging, yields;

The general analytical close form solution of {aT + LT C+1} _ |:aTi + bTiHl}
unsteady heat transfer through the spherical c+1 c _
thermal insulation material is given as b _.a b _ca

(" (& -1)+1)cos(nzr”)- _[”ijz 0 Where:

] §+g (Hjsin(nm*) —(r*—l)

nz

o )
o TN "y

2

”—”JZ Fo (26)
1

- 5 _ ) ,[
1+ nZ_;‘;(ﬁ)sm(n;zr )e

To solve eq. (26), assume;

3.1 Casestudy (1): k(T) =k,

3.1.1 Temperature profile:
Substitute the value of (k) into eq.

(20) and rearranging, yields; g(T)=aT +%Tm
e A f=lor)- o] nlofr,)- o)) @
T,-T [r(e-1)+1

[ JzF The root T of eq. (27) is found using the
0 N 0 - . - -

. «). e approximate numerical iterative Newton
{“ (nar” Method, (Gerald, 1989):

f,:i: dg(T)= k(T)
dT dT
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f

— old
Tnew _Told - fr
old

o lofT)-o ] olan)- o]

K(Toia)
3.2.2 Heat transfer:

Substitute the value of
(k(T)=a+bT®) into eq (25 and
rearranging, yields;
a=47R [o(T)-o(m, ) |2 |

1 1 (0] 5—1
B (r*(§—1)+1)cos(n7zr*)— [nisz
g ‘o

§+ nzzll (é:n—;l)Sin(nﬂf*)

4. THERMAL CONDUCTIVITY
The  dependence  of  thermal
conductivity on temperature is suggested by

the empirical function (k =a+ bTC),
(Hoffman, 2006). The values of (a,b,c) for

the four selected thermal insulation
materials are given in Table 1. This
empirical function is valid in a temperature
rang  of(77-400K). The thermal

conductivity of the first insulation material,
Perlite in air at (105 Pa) atmospheric

pressure, is linearly dependent on
temperature, (Perlite Institute Thermal Data
Sheet, 1970). In the literatures (Christiansen
and Hollingworth, 1958) and (Christiansen,
Hollingworth and Marsh, 1959),
measurements of the thermal conductivity of
micro fine Fiberglass mats are published.
This material consists of fibers type ‘AA’ of
Owens-Corning Fiberglass Corporation. The
behavior of the thermal conductivity and its
mean value for each of these thermal
insulating materials for a temperature range
of (77 —300K ) is shown in Fig. 3.
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5. SPECIFIC HEAT CAPACITY
Each of the four selected thermal
insulation materials is originally made from

Quartz glass. Therefore, the temperature
dependence of specific heat capacity of
Quartz glass for a temperature range of
(77 —300K) is given in Table 2, (Corruccini
and Gniewek, 1960). In order to evaluate the
mean value of specific heat capacity (C,,) of
Quartz glass, its relation with temperature is
represented using a 4™ Degree polynomial fit
as shown in Table 3 and it is plotted with its
mean value in Fig. 4.

6. THERMAL DIFFUSIVITY

The behavior of thermal diffusivity
and its mean value for each of the four
selected thermal insulation materials for a
temperature range of (77 —300K ) is shown

in Fig. 5.

7. RESULTS AND DISCUSSION
Consider four empty spherical storage
tanks of liquid nitrogen for instance. Each of
these tanks is thermally insulated with a
hollow spherical super insulating material of
outside  radius(R, =1m) and initially
at(T; =300K ). The first thermal insulation
material is Perlite of thickness (500mm)
with a characteristic mean particle diameter
of (d,=05mm) and density of

(p =64kg/m? ) at (105 Pa) atmospheric
pressure. The second is Perlite of thickness
(300mm) with a characteristic mean particle

diameter of (d, =0.5mm) and density of
(p=50kg/m3) at a gas pressure(<0.1Pa).

The third is Microglass spheres of thickness
(200mm) with a characteristic mean particle

diameter of (d, =0.1mm) and density of
(p=225kg/m3) at a gas pressure(<1Pa).

The fourth is micro fine Fiberglass mats of
thickness (100mm) with a mean fiber

diameter of (d,, =1.143uzm) and density of



Number 1

(p=240kg/m3) at a gas pressure(slPa).
The thermal conductivity of the four
selected thermal insulation materials is
temperature dependent and is proposed by
an available empirical function

(k =a+ bTC), (Hoffman, 2006). The values
of (a,b,c) are given in Table 1. Then, each

of these tanks is suddenly filled with
saturated liquid nitrogen at(T0:77K).

Therefore, each of the four selected thermal
insulation materials is subjected at (r =R,)

with a constant temperature of (T, = 77K ).

Fig. 6 shows the temperature profiles for
each of the four selected thermal insulation
materials for two case studies. The first
considers a constant mean value of thermal

conductivity (k,) for the temperature
range (77 —300K ). The general analytical

close form solution of the first case study is
identical to the solution of (Carslaw and
Jaeger, 1959) using the same assumptions.
Therefore, the validation of the analytical
solution is accomplished perfectly. The
second case study is for a temperature
dependent thermal conductivity proposed by
an available empirical function

(k=a+bT®), (Hoffman, 2006). Each

profile of the second case study was
converged after a maximum of 5 iterations
for a temperature residual value of

(1>< 10°ce ) Table 4 shows the summery of

the present work analytical solutions for
both case studies.

Fig. 7 shows the heat transfer profiles
for each of the four selected thermal
insulation materials. It is clear that the
thermal insulation material that has the
lowest value of thermal conductivity has the
lowest heat transfer value. Table 4 shows
the summery of the present work analytical
solutions.

For both Fig. 6 and 7, it is clear that the
characteristics of the thermal insulation
material and the pressure value between its
particles have a major effect on the rate of
heat transfer and consequently the
temperature profile. For instance, the

Volume 20 January 2014

86

Journal of Engineering

dominant heat transfer mode when choosing
Perlite at (105 Pa) atmospheric pressure is

by heat conduction of the interstitial gas
between the particles, whereas the heat
transfer by radiation is negligible. When the
pressure within a thermal insulation material
is lowered to a value, the percentage of heat
transfer by heat conduction of the interstitial
gas between the particles becomes
negligibly small when compared with the
percentage heat transfer by radiation and
conduction over the bulk material. The gas
pressure, at which this is reached, depends
on the characteristic diameter of the thermal

insulation material. For Perlite with a
characteristic mean particle diameter
of(d, =0.5mm), a gas  pressure

of (<0.1Pa) is sufficient, for Microglass

spheres with a characteristic mean particle
diameter of (d,, =0.1mm) and for micro fine
Fiberglass with a mean fiber diameter of
(d,, =1.143um), it is(<1Pa) respectively.

Figures 8 and 9 shows the time history
of temperature profiles and rate of heat
transfer for each of the four selected thermal
insulation materials for a temperature
dependent thermal conductivity proposed by
an available empirical function
(k =a+bT¢), (Hoffman, 2006).

The general analytical solution for the
history of temperature profiles and heat
transfer rates of any size and type of thermal
insulation material that is subjected to the
assumptions that are listed in article (3) is
given in Table 4 and is plotted in Fig. 10
and 11 respectively.

8. CONCLUSIONS

The optimum selection of thermal
insulating material for a specific spherical
storage tank of liquefied cryogenic fluid is
that with a minimum heat leakage
(minimum boil off rate of cryogenic fluid), a
minimum amount of insulating material
(minimum cost) and a maximum storage
capacity of the storage tank (minimum
thickness of the thermal insulating material).
This optimum selection is accomplished



Mishaal Abdulameer Abdulkareem

Analytical Solution of Transient Heat Conduction

Through a Hollow Spherical Thermal Insulation
Material of a Temperature Dependant Thermal
Conductivity

when choosing the micro fine Fiberglass
mats when compared with the three other
thermal insulating materials. On the other
hand, it is found that the characteristics of
the thermal insulation material and the
pressure value between its particles have a
major effect on the rate of heat transfer and
temperature profile. The dominant mode of
heat transfer when choosing a specific
thermal insulation material at atmospheric
pressure is by heat conduction of the
interstitial gas between its particles, whereas
the heat transfer by radiation is negligible.
When the pressure within a thermal
insulation material is lowered to a vacuum
level, the percentage of heat transfer by heat
conduction of the interstitial gas between its
particles becomes negligibly small when
compared with the percentage heat transfer
by radiation and conduction over the bulk
material.
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NOMENCLATURE

A Cross section area, m?

C Specific heat Capacity, ki/kg.K
d Particle diameter, mm

Fo Fourier number

k Thermal conductivity, W/m.K

q Rate of heat transfer, W

r Distance along the r-direction, m
R1, R, Inner, outer radius, respectively, m
T Temperature, K

t

Time, second

GREEK SYMBOLS

o Thermal diffusivity, m%/s

B Area under the Kirchhoff’s
transformation curve, W/m

) Dimensionless parameter

n Dimensionless parameter

A,  Root values of equation (16), m™

u Area under the Kirchhoff’s
transformation curve, W/m

0 Parameter, W

p  Density, kg/m®

3 Ratio of outer to inner radius

v Area under the Kirchhoff’s
transformation curve, W/m

SUBSCRIPTS

i Initial

m Mean

0 Inner surface

SUPERSCRIPTS
* Dimensionless sign
** Acrbitrary
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Table 1 Suggested empirical function and constant values for the selected thermal
insulation materials, (Hoffman, 2006).

_ _ Empirical function (k =a+ bT°), (W /mK)
Insulating material
a b c
Perlite in air
p=64kg/mé d_=05mm, p=10°Pa 8.25x10°° 1.165x107* 1.0
Perlite - vacuum
p=50kg/m® d_ =05mm, p<0.1Pa 1.9112x107 3.4757 x107% 3.678
Microglass spheres — vacuum
p=225kg/m®,d_=0.1mm, p<1Pa 3.7037x107* 7.4041x107 | 3.0158
Fiberglass — vacuum
p=240kg/m?,d_=1.143um, p<iPa | 2.7074x107* 3.083x107% 3.0

Table 2 Data values of specific heat capacity for Quartz glass with temperature,
(Corruccini and Gniewek, 1960).

T (K) 50 100 150 200 250 300
C (V/g.K) 0.095 0.21 0.41 0.54 0.65 0.745

Table 3 Data values for a 4™ degree polynomial fit of specific heat capacity for
guartz glass with temperature.

C(T):iﬂnT ", (I/kgK)
By By P Ps Pa

2.16667 x 102 -6.485582 9.92778x102 -3.9926 x10* 5.333x107
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Case Thermal Temperature profile Heat transfer
study | conductivity T,[K] a,W]
W /mK]
T*zlkde _gkde _ . C*’;+i[(r*(g—1)+1)cos(n7zr*)—(égn;ljsin(nzzr*)}e_( fl) K
| fir e
i £+Ze ot
r e >
{ -y } ol
I’ nﬂ'l’ -
T-T 2
' = k (T, -T,) —=—|.
To —Ti q 4'7Z-R1 m(TI TO)(§_1J
1 k(T) =k, ( ]2 [m)
~(r" -1 A =1 S (e ~1)+Dcosl [ £ |sinfoar) e EY 7
1 1 +Z{r (£-1)+1)cos(nzr r
r*(§_1)+1:| +;msm(nﬂr k I:z -t nr
b C+ b C+ _ L o+l | _ L c+l i
{aT +mT 1}_[aTi +mTi 1} ) q_4;rR1.{aTi+c+lTi } {aT°+c+1T° }'[5—1}
b c+ b c+ ® nz 2|:0
2 k(T)=a+bT*® [aT0 ijT0 1}_[aTi +mTi 1} E+Z_;{(r*(§—1)+1)cos(nnr*)—[é;;1jsin(nnr )} [5 1] ]
-1 ], {z)e
1
{r*(§_1)+1 +;msm(nm )e

Where: q, =—47R,. {

T, 2
jk(T)dT] (a

T.

—[n—”] Fo
&1

§+ie B ,

n=1

E=R,IR,
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rr=(r-Ry)/(R,

-R,), Fo=a,t/R?
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T

Fig. 1 Mathematical model.

| L | L |
1
100 ] 1 | 1 1
] F - CIT)=p, B TR THP,Tp,T
1 Perlite in air B = = = = C(T)=C,_ (77-300 K)
T d,=0.5 mm B . .
4 - L e T - - - - L 08 = + + +C(T) (Corruccini and Gniewsk, 1960)
10 = —
g ] - %
E S -2
- & -
E Perlite-vacuum =
¢ ] d,=0.5mm ru
""""" 0.4 —
'3 Microglass-vacuum 2~ T T T _~ =
4  d,=0.1mm E i
1 _— ~ Fiberglass-vacuum C
i d,=1.143 ym | 02 —
N +
[ ' I ' I
100 200 300 0 ; T
T, K] | | |
Fig. 3 Thermal conductivity, (Hoffman, 2006) 100 200 300
(i) Solid lines  k(T)=a+bTe T.[K]
(ii) Dashed lines  k(T)=k, (77-300 K) Fig. 4 Specific heat capacity for quartz glass.
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Perlite in air
d,=0.5 mm

perlite-vacuum

a, [mm?/s]

001

Fiberglass-vacuum
d,=1.143 um

0.001

1] 100 200
T, [K]
Fig. 5 Thermal diffusivity,
(i) Solid lines, a(T)=k(T)/pC,,
(i) Dashed lines, o(T)=o,, (77-300K)

00 1 I [l I 1
200 — [
¥ R
i
100 — —
Perlite in air Perlite-vacuum  Microglass Fiberglass
| d,=05mm 4 =0.5mm i'?:f;ﬁ?n -vacuum
R,=0.5m R=07m d =0.1 mm Gn=1.143 pm
m -
24 hr 100 hr R=08m R=09m
300 hr 300
4] T l T 'I I
0.4 0 0.8 1

r, [m]
Fig.6 Temperature profiles.
{i) Solid lines (present work), k(T)=a+bT*
{ii} Dashed lines (present work and (Carslaw and Jaeger, 1959)), k(T)=k_ (77-300 K).
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00 1 I 1

Perlite in air
d_=0.5 mm
- R,=0.5m =
Thr

200 —
Perlite-vacuum
d,=0.5 mm
R,=0.7m

6 hr

q, W]

Microglass Fiberglass |_

100 —
spheres -vacuum
;j\"a%lfl'm d,=1.143 pm
n- 21 MM R =09m

- R.I—U.B m 24 hr -

24 hr \
o T [ T [ T
0.4 0.6 [iR:3 1

r, [m]
Fig. 7 Heat transfer profiles.

93



Number 1 Volume 20 January 2014 Journal of Engineering
00 1 ] 1 l 300 I ] L | L
0.5 05( 6
1 24
100 hr
- 10 L 4
24 hr
200 — — 200 — —
£ L < L
= E
100 —f — 100 — —
0 T T T T o T T T T T
04 0.8 08 1 0.4 0.6 0.8 1
r. [m] r, [m]
(a) Perlite in air (d_=0.5 mm, R,;=0.5 m} (b) Perlite-vacuum (d_=0.5 mm, R,=0.7 m)
300 L ] L l 300 1 1 1 ] 1
0.5
o [
o B
v S w
i X . e
=
o
(=]
™
200 — — 200 — —
< £ | L
= =
100 — — 100 — —
o T T T T 0 T T T T T
04 06 08 1 0.4 08 0.8 1
r, [m] r, [m]

(c) Microglass-vacuum (d_=0.1 mm, R,=0.8 m)

(d) Fiberglass-vacuum (d_ =1.143 um, R,=0.9 m)

Fig. 8 History of temperature profiles.

94



Mishaal Abdulameer Abdulkareem

Analytical Solution of Transient Heat Conduction
Through a Hollow Spherical Thermal Insulation
Material of a Temperature Dependant Thermal

Conductivity
400 1 | Il 120 1 | 1 1
0.5
05 T B
300 — —
80 —i —
4 ] L
S 200 — —S - =
=3 o
40 — —
6
100 —f 10 —
24 hr-
- 24 L
100 hr
o T T T T T 0 T T T T T
04 06 08 1 04 06 0.8 1
r, [m] r, [m]
(a) Perlite in air (d_=0.5 mm, R,=0.5 m) (b) Perlite-vacuum (d_=0.5 mm, R,=0.7 m)
300 1 | 1 | 1 300 1 | L ] 1
05
4 o . 0.5 B
200 — — 200 — —
S RS L
=3 =3
100 =— — 100 = b
6 69
24 24
300 hr 300 hr
0 ‘\ \ 0 \_\
T I T I T I | I I I
04 06 0.8 1 0.4 08 08 1
r, [m] r, [m]

(c) Microglass spheres-vacuum (d =0.1 mm, R,=0.8 m)

(d) Fiberglass-vacuum (d_ =1.143 um, R,=0.9 m)

Fig. 9 History of heat transfer profiles.
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4 l 1 l 1 I 1 l 1 ] 1 4 1 l 1 I 1 l 1 l
0.8 = — 0.8 =
06 — - 06 —
. i o
04 — S — 04 —f
Xy ‘%\\
4 & L - ANNE-
[2) ‘06\
0 :
7 Q:
[2) ONTG
02 — 00 — 02 — P 0‘_-;
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i 0 L 4
o T T T T T T T T ¢ T T T T T T T T
0 02 04 06 08 1 o 02 04 06 08
r=(r-R)MR-Ry), 1] r=(r-RV(R-Ry), [-]
(@ &=1.25 (b)&=15

[ 0z 04 06 08 1 0 02 04 06 08
r=(r-R)(R-Ry), [ r=(r-R)/(R-Ry), [1]
(c)&=1.75 (d) &=2

Fig. 10 History of temperature profiles.
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a/d,, [-]
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0.6

0.4

0.2

0.2 0.4 0.6 08
r=(r-R)I(R;sR,), [-]
(b)£=1.5
I 1 I 1 l 1 I 1
= Fo=1
0.9
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96
.\5‘6
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Fig. 11 History of heat transfer profiles.
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ABSTRACT

An integrated GIS-VBA (Geographical Information System — Visual Basic for Application), model is
developed for selecting an optimum water harvesting dam location among an available locations in a
watershed. The proposed model allows quick and precise estimation of an adopted weighted objective
function for each selected location. In addition to that for each location, a different dam height is used as a
nominee for optimum selection. The VBA model includes an optimization model with a weighted objective
function that includes beneficiary items (positive) , such as the available storage , the dam height allowed by
the site as an indicator for the potential of hydroelectric power generation , the rainfall rate as a source of
water . In addition to that (negative) penalty items are also included such as surface area, evaporation rate.

In order to obtain precise results, an Artificial Neural Network (ANN) model was formulated and applied to
correct the elevations of the Digital Elevation Model (DEM) map using real and DEM elevations of available
selected control points.

The application of the model is tested using a case study of a catchment area in Diyala and Wasit
Governorate. The DEM file was corrected for elevations, using the developed ANN model .This model is
found using SPSS - software. The correlation coefficient of this model is found to be (0.97) , with 3- hidden
nodes and hyperbolic tangent and identity activation functions. Different weight scenarios for the objective
function of the optimization model were adopted. The results indicate that different optimum dam locations
can be observed for each case. Results indicate also that sometimes equal objective can be obtained but each
has different reservoir volume and surface area.

KEY WORLDS: Water harvesting - Dam location- Geographical Information System — Visual Basic
for Application — ANN model- DEM
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INTRODUCTION:

Our planet is known as the blue planet, due to Weerasinghe et. al, 2010, Had described a
its extensive reserves of water. The three fourth of comprehensive and convenient method to
the Earth's surface is covered by water. optimize the locations of proposed dams, to
Unfortunately, 98% of this surface water is in the implement  integrated  water  management
oceans, the remaining 2% accounts for the fresh strategies efficiently and effectively. To illustrate
water supplies of the world. More drastically, this routine methodology, they develop a spatially
90% of this fresh water supply is either in the explicit spatial analysis model: Geographic Water
poles or remains under the ground. As fresh water Management Potential (GWAMP). they focus on
resources, humans make up only0.26%, which is the aspect of using GIS, to find adaptation- and
available to consumption.Jhon,2000. mitigation-  strategic  solutions  for  water

management, by applying GWAMP at global
As it is well known now everywhere the scale. These solutions are important towards
water needs is growing up, coupled with the ensuring- and improving- agricultural land
decrease of availability. This problem has an productivity at climate initiated water related
increased importance in arid and semi-arid drastic events. Al-Ayyash etal, 2012: Had
regions .Rain-water harvesting dams is one of the carried a major research project in the Jordanian
solutions that could be adopted in such areas to Badia on site selection criteria for rain water
store water during rainy season to be used later harvesting systems based on the integration
during dry season for agriculture,domestic and between indigenous knowledge and the use of
mini-power generation uses . For a large Geo-infor- matics. This work was followed by
watershed different ValleyS may exist that could Conducting a geophysica' and soil investigation
have a feasible potential for building a water for five potential sites. In this study, GIS was used
harvesting dam. In such problem engineers or to investigate the potential of having enough
water resources planners may face the difficulty runoff in the five selected sites to establish water
of selecting the proper location or locations of harvesting dams based on rainfall, evaporation
such dams that must be the most beneficiary for data and catchments’ areas for the selected sites. It
optimum storage and use of the harvested rain was found that the estimated runoff that could be
water. For such large watershed the use of harvested on annual basis at these sites varies
Geographical Information System (Arc GIS between 0.2 Million Cubic Meters (MCM) in
ver.9.3) can simplify the process used to evaluate Alaasra site to 0.82 MCM in Al-Manareh (Al-
each valley and each location in this valley in the Ghuliasi) site. This indicates that these sites have
watershed and then to put these location in the potential for small scale water harvesting that
descending order according to it's evaluation could be utilized by local livestock owners in the
score.This will be a useful tool for water recourse area.

planners to use this evaluation process for
deciding the optimum locations to build these
dams ,with consideration to the available budget
for building them.
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THE DEVELOPED MODELS.

The work in the research consists of two models
which can be summarized as follows :

1- An Artificial Neural Network model For
enhancement of the digital elevation model
(Vertical accuracy enhancement)

DIGITAL ELEVATION MODEL (DEM)

Digital Elevation Models are data files that
contain the elevation of the terrain over a
specified area, usually at a fixed grid interval over
the surface of the earth. The intervals between
each of the grid points will always be referenced
to some geographical coordinate system. This is
usually either latitude-longitude or UTM
(Universal Transverse Mercator) coordinate
systems. The closer together the grid points are
located, the more detailed the information will be
in the file. Lynn,2009

WATER HARVESTING

Water harvesting means capturing rainwater
where it falls or capturing the runoff. Measures
should be taken to keep that water clean by not
allowing polluting activities to take place in the
catchment. Water harvesting can be undertaken
through a variety of ways:

* Capturing runoff from rooftops.

* Capturing runoff from local catchments.

e Capturing seasonal floodwaters from local
streams.

e Conserving water through  watershed
management.
These techniques can serve the following

purposes:
* Provide drinking water.

* Provide irrigation water.

* Increase groundwater recharge.

* Reduce storm water discharges, urban floods and
overloading of sewage treatment plants.

Rain is the first form of water that is known in the
hydrological cycle, hence is a primary source of
water. Rivers, lakes and groundwater are all
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2- An optimization model to select the
optimum locations of water harvesting dams,
in a certain multi-valley, catchment.

These two developed models are wused in
conjunction with GIS software .as shown in Fig.1
Schematic representation of the developed
models.

secondary sources of water. In present times,
human depend entirely on such secondary sources
of water. In the process, the rain is the ultimate
source that feeds all these secondary sources and
remain ignorant of its value.ER-ING,2008.

OPTIMIZATION PROCEDURE

Optimization means maximizing or
minimizing an objective  function  which
represents the criteria adopted to define best dam's
location. Generally, the quality of a dam location
is characterized by dam's height, reservoir volume
and economy...... etc.

In the general view, optimization problems
are made up of three basic items:

1. An objective function, which should be
minimized or maximized. For instance in
fitting experimental data to a user-
defined model, we might minimize the
total deviation of observed data from
predictions based on the model.

2. A set of unknown or variables, which
affect the value of the objective function.

In fitting-the data problem, the
unknowns are the parameters that define
the model.

3. Sets of constraints that allow the
unknowns to take on certain values but
exclude others.

So generally the optimization problem defined as,
finding values of the variables that minimize or
maximize the objective function while satisfying
the constraints, these variables are known as the
decision variables. Kiamehr, R.,2003.

STUDY AREA DESCRIPTION:
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A DEM file has to be observed and prepared for
application of case study, Diyala and Wasit
Governorates extend to the north-east of Baghdad.
They are cover an area of 34,838 square
kilometers. Its location (32°1' 10 "- 34° 54' 10 "
N). (44°16' 15 "- 46° 3' 51"E ) A large portion of
Diyala is drained by the Diyala River, a major
tributary of the Tigris river .The Hemrin
Mountains pass through the governorate. Wasit
Governorate location in the central part of Irag,to
the east lies Irag’s international border with Iran .
Fig.2, shows the location of the case study.

ENHANCEMENT OF THE DEM
MODEL USING ANN MODELING.

Improvement of DEM means corrections of the
elevations given by the DEM file using ground

control points.

The procedure of the improvement of the digital
elevation model contains the following phases:

e Conversion of the original digital elevation
model from raster file system to shapefile
feature class format, using Arc GIS 9.3
software.

e Locating the Ground Control points(164) on
the study area.

e Calculation of the elevations ( Z values) from

the original digital elevation model (Zdem)
and (Ztrue) for the Ground Control
points.

e Computation of a relationship between the
(Zdem) and (Ztrue) , using Artificial Neural
Network model,by using statistical program
called Statistical Package for the Social
Sciences (SPSS 16.0).

e Programming a software for computing the
new corrected elevations (new Z value),using
the matlab software .

e Conversion of new data (new Z) to a new
Digital elevation model , using the Arc GIS
V.9.3 program .

The architecture of the ANN model has three
input nodes in the input layer and one output node
in the output layer. The input nodes represent the
coordinates (X,Y,Zdem) for Ground Control
Points. The output node represented the (Ztrue)
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for Ground Control Points, and three hidden node
in this model as the required number of hidden
nodes for the ANN model as obtained by the
SPSS software .With single layer neural network.

FORMULATION OF THE OPTIMIZATION
MODEL FOR DAM LOCATION SITE
SELECTION AND SOLUTION
PROCEDURE.

The mathematical model of the optimum location of
water harvesting dam's location can be formulated as

follows:
select {X} = {dam location}

To maximize the objective function (F), which
can be written as:

F(V,S,T,R,EH) =(V/Vmax * Wv ) — ( S/Smax
*Ws)— (T/Tmax * Wt ) + (R/Rmax * Wr) -
(E/Emax * We) + ( H/Hmax * Wh) )

Where :
F(V,S,T,R,E,H) = objective function of the
benefits.
V = reservoir volume.
Vmax = maximum reservoir volume , given by a
site .
S = reservoir surface area.
Smax = maximum reservoir surface area, given by
a site .
T = temperature, in the dam location .
Tmax = maximum temperature.
R = rainfall, in the dam location .
Rmax = maximum rainfall.
E = evaporation, in the dam location .
Emax = maximum evaporation.
H = dams height.
Hmax = maximum height, given by a site .
Wi = weights for each items, i= V,S,T,R,E,H.
The following constrains could be used:
H min < H < H max
Where :
H max : maximum elevation available in the
valley.
H min : A selected minimum height by the user .
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THE DESIGNED (VBA) SOFTWARE
FOR THE OPTIMIZATION MODEL.

The operation of the designed model is
presented by the overall flow chart, which shows
its components and it’s logic sequence of
operations, as shown in Fig.3.

MODEL DESCRIPTION.

The developed (VBA) code is inserted inside
the active tool bar of the GIS software, as shown
in Fig.4. Inside ArcMap operation window. The
code item is shown in one of the tool bars of the
GIS software.

The following steps should be performed,; then.
e Open the ArcMap
e Clicking on the (VBA) code, the window
shown in Fig .5, will appear to the user.

MODEL OPERATION.

The developed software was applied using the
explained case study. Different locations and Dam
heights for each location were tried for purpose of
presentation, one of the locations selected will be
shown in the model operation. Starting the model
operation using the VBA code shown in Fig .5,
the software will analyze these data and Fig.6,
appears which shows the first drainage point after
which a dam was drawn manually, as a red line.
shown in the Fig.6, Example of a dam drown in a
certain drainage point.The lake boarders will
appear immediately as shown in Fig.7, for the

RESULTS PRESENTATION AND
DISCUSSIONS.

The results obtained from different sites selection
each with different dam heights varied from it’s
minimum height to the maximum height offered
by each locations are presented in tabulated view
in descending order of the objective function as
shown in Fig .12. Recalling that those results
obtained are for eaual weiahts values of each item
of the

presenta

will be indicated later .
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maximum dam height. Entered in the VBA code
input window.Then the internal code will start the
estimation of the objective function variables.
(volume , area, ... etc) , and the weighted
objective function accordingly. There calculation
will be adopted for the same dam location but for
different heights, starting from the max. Height
and down according to user selection.Fig.8, shows
the calculations of the objective function for the
selected dam with 3 — different heights (H =
20,18,16) .Fig.8, shows also the borders of the
lake for the first height dam heights selection H =
20 (blue solid line) . As the user assign the mouse
cursor to the sectional row and click it , the
borders of the lake with the second height value
will appear as shown in Fig.9, simitary for any
height the lake border can be shown, as in Fig.10
compare these Figures.8,9,10, shows the
reduction in the lake area .

Then the procedure can be repeated for any
other location as shown in Fig.11. In this figure,
the green color indicate the lake and for the new
location . The user can keep the layer of the first
location for visual comparison (shown in blue.)

The procedure is further repeated for many
locations for each location different dam height
values are selected . All the results of the
objective function of these locations and heights
will be stored in descending order of the objective
function as shown in Fig.12

If the user select the first row it’s data can be
presented in many ways, for example the dam
profile can easily draw as shown in Fig.13.

The selected optimum dam location and the
corresponding lake can be presented in the
georeference map of the case study as shown in
Fig.14.

To present changes in storage and surface area
and/or height
ws the storage
ana surrace area and tnhe objective function
respectively for the list (33) site, with their
location and heights shown in for equal weights.
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In order to check the effect of items weights on
the solution, different weight scenarios were used
as shown in Table .1.

In general, changing the weights can affect the
optimum solution as shown in Table .2. shows the
first 3- optimum solution for each scenario. In
order to simulate effect of weight the differences
should be more than 1.

The objective function is plotted against
location number for each scenario.

CONCLUSIONS.

The following conclusions can be deduced from
the work conducted in this research:

1- The best data division required for the ANN
model used for elevations corrections is 67% ,18%
,15% for training, testing and holdout sub — sets
respectively.
2- The required hidden nodes is (3) with a hyperbolic
tangent and identity activation functions for the
hidden and output layer respectively.
3- The ANN model can predict the corrected
elevations with a correlation coefficient is (0.9).
4- The developed integrated GIS- optimization
model can be used easily, and can produce the
optimum results of many selected locations very
quickly.
5- The results indicated that even though the
differences in the objective functions of different
locations are seemd to be small, the corresponding
differences in storage and surface area are
significantly different.
6- Among the 33-sites and heights combinations
selected as a nominee for dam construction in the
watershed case study, site number (6), followed by
sites number (9) and (18) represent the most optimum
locations with storage capacities of (150353686.466 ,
2145519.15142, 46045984.5662 )m®, and surface
areas (15743356.479, 499543.130235,
5366985.41692) m? respectively. For the case of
equal weights adopted for the different items of the
objective function.
7- Adopting different weights for each items
in the objective function have considerable effect
on the optimum dam location.

A Developed Model for Selecting Optimum Locations of
Water Harvesting Dams Using GIS Techniques

8-In some weight scenarios, the models gives the
maximum objective functions of the first two
solution as an equal value.

8- However the storage and surface area are
different. The first solution gives higher storage
than the second one, but with lower surface area.
This means that the benefits gained from the
difference in storage, is equalized by the penalty
of evaporation given by the increase in
evaporation less due to increase in surface area.
For example for scenario (A), the first two
solutions gives both an objective function value
f1=f2= 0.3333. but with S1 = 149177957.309 , S2
= 246679790.58 m® and Al = 15651355.098 , A2
= 24065080.3 m”*.
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Table (1) Different weight scenarios

scenarios | Volume | Dam | Surface | Rain
weight | height | area | &temp.
weight | weight | &evap.

A 3 2 1 1

B 5 3 1 1

C 7 4 1 1

D 1 2 3 1

E 1 4 7 1

F 1 3 2 1

G 2 3 1 1

Table (2) The first 3- optimum solution for each scenario.

scenario Equal | A B C D E F G
weight
First 3- 6 6,21 | 6,15 | 6,21 | 9 24 | 24 | 6,21
optimum 9 22 16 22 24 | 9 9 22
Dams 18 7 7 7 12 |25 |12 |0
ANN model Optimization
del (VBA)
Created for GIS macs
enhancement processing ? Optlmum
of DEM dams
locations

Fig. (1) Schematic representation of the developed models
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THE CASE STUDY

Legend

DIYALLSWASIT GOVERMENT

PE—

Fig. (2) Location of the case study area.
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Fig. (11) Selection of another location.
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Fig. (12) The results of (33) locations selected , each of different dam height values .
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Fig. (13) The profile of the dam site.
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ABSTRACT

In the field of construction project management, time and cost are the most important factors to
be considered in planning every project, and their relationship is complex. The total cost for each
project is the sum of the direct and indirect cost. Direct cost commonly represents labor, materials,
equipment, etc.
Indirect cost generally represents overhead cost such as supervision, administration, consultants,
and interests. Direct cost grows at an increasing rate as the project time is reduced from its original
planned time. However, indirect cost continues for the life of the project and any reduction in
project time means a reduction in indirect cost. Therefore, there is a trade-off between the time and
cost for completing construction activities.
In this research, modeling of time-cost optimization, generating global optimum solution for time
and cost problem, and lowering construction time and cost using ant colony optimization algorithm.

KEYWORDS: Time-Cost Optimization, Time-Cost Trade-off, Ant Colony Optimization.
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LITERATURE REVIEW into three types heuristic, mathematical and
Time—cost trade-off analysis is as an evolutionary based algorithms.
important aspect of any construction project Ant Colony Optimization (ACO) is introduced as
planning, and it is an interesting subject for both a new approach for deriving approximate
researchers and contractors, due to the academic / solutions for computationally  sophisticated
real field nature of the problem. problems, using the Traveler Salesman Problem
Construction time-cost problems were tackled TSP as an example application (Dorigo et. al.,
repeatedly in the past decades using different 1991). Since that, ACO has been employed to
methods and modeling techniques are classified solve various problems, such as no-wait flow shop

scheduling routing problems, etc.
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In addition, ACO Algorithms was and is still
widely used to solve various discrete problems
and still to date applied for solving complex
optimization problems (Blum, 2005), ACO is also
widely used in Civil Engineering and for different
applications

Even though ACO algorithms were developed to
solve TSP problems, the extensive use of ACO in
Heuristic Models:

(Prager, 1963) showed that Time-Cost algorithm
can be given a structural interpretation, using
concepts that are familiar to civil engineers.
(Siemens, 1971) introduced an algorithm
(Siemens Approximate Algorithm) for efficiently
shortening the duration of a project when the
expected  project  duration  exceeds a
predetermined limit. The problem consists of
determining which activities to expedite and by
what amount. The objective is to minimize the
cost of the project.

(Goyal, 1975) modified Siemens algorithm for
shortening the duration of a project when the
expected duration of the project exceeds a
predetermined limit. Goyal redefined "effective
cost slope”, by selecting the activity with
minimum effective cost slope, and simultaneously
de-shortening appropriate activities on adequately
shortened paths while shortening the selected
activity,

(Al-Samaraai, 2005) used the typical cost slope
approach that managers take in making time-cost
trade-off and presented a crashing program.
Heuristic methods are widely used for their
simplicity and general ability to produce good
results, and they do not require a complicated
calculations however they are problem dependent.
Their results vary on different cases. In addition,
despite the good solutions they provide, they do
not guarantee optimality. Also most heuristic
methods  assume only linear  time-cost
relationships within activities. in addition, the
solutions obtained by heuristic methods do not
provide the range of possible solutions, making it
difficult to experiment with different scenarios for
what-if analyses (Feng e. al., 1997), (Feng e. al.,
2000), and (Hegazy, 2002).

Mathematical Models:

(Kelly, 1961) established a mathematical basis
For Crashing Cost in Critical-Path Scheduling
Method. The essential ingredient of the technique
is a mathematical model that incorporates
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Civil Engineering and other sciences, and the
outstanding performance of ACO algorithms
provided the motive for applying ACO in TCO
problems.

This research will use ACO searching behavior
for developing a Time-Cost Optimization Model .

sequence information, durations, and costs for
each component of the project by using linear
programming.

(Patterson et. al., 1974) studied minimum
duration schedules for the resource constrained by
using bounding techniques in conjunction with
zero-one programming to solve project scheduling
problems. The developed algorithms consist of
examining the feasibility of a series of zero-one
programming problems.

(Robinson, 1975) presented a model that involves
a dynamic-programming approach to determine
the allocation which minimizes the duration of the
project (critical path). They presented a model
able to determine the optimum allocation for
networks of activities with computational
shortcuts for functions with special properties
used to increase the efficiency of their model.
(Hendrickson, et. al, 1989) wused linear
programming, and presented many solved
examples for their method; however, the model
was suitable only for problems with linear time-
cost relationships.

(Liu et al, 1995) provided a hybrid method to
solve Time-Cost trade-off problems using
mathematical models. Their method takes
advantage of linear programming for efficiency,
and integer programming to find the exact
solutions.

(Chassiakos et. al., 2005) incorporated important
characteristics such as precedence relationships

between activities, external time constraints,
activity planning constraints, and
bonuses/penalties  for early/delayed project

completion projects, which provide more realistic
representation of actual construction in the
analysis and two solution methods (exact and
approximate) are developed, The exact method
utilizes a linear/integer programming model to
provide the optimal project time-cost curve and
the minimum cost schedule considering all
activity time-cost alternatives together.

The  main  criticisms to  mathematical
programming models is  their  complex
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formulations, computational-intensive nature, and
applicability to small-size problems (Feng et. al.,
1997), and (Feng et. al., 2000).

Although the heuristic methods and mathematical
approaches have their specific strengths, their
weaknesses are also obvious especially as both
techniques may not always lead to optimal
solutions. The future seems to favor EOAS
(Zheng et. al., 2005), and (Ng. et. al, 2008).
Another major deficiency of those methods is
their inability to handle more than one objective.
In addition, these methods are built upon the hill
climbing algorithms, which has only one
randomly generated solution exposed to some
kind of variation to create a better solution.
Therefore, it is questionable as to whether the
solution is a “Global” optimal one (Feng et. al.,
1997), and (Feng et. al., 2000).

Evolutionary-Based
Algorithm (EOA) Models :
In an attempt to reduce processing time and
improve the quality of solutions, particularly to
avoid being trapped in local optima, EOAs have
been introduced during the past 10 years
(Elbeltagi et. al, 2005).

EOAs are stochastic search methods that mimic
the metaphor of natural biological evolution
and/or the social behavior of species. The
behavior of such species is guided by learning,
adaptation, and evolution (Hegazy, 2002), and
(Ng. et. al, 2008).

(Feng et. al., 1997) presented an algorithm based
on the principles of Genetic Algorithms (GAs) for
construction time-cost trade-off, and a computer
program that can execute the algorithm
efficiently. The computer program used, TCGA,
automates the execution of the new algorithm, and
it provides a practical tool for practitioners to
apply the algorithm in practice.

After that, (Feng et. al., 2000) developed their
previous work by utilizing GAs with simulation
techniques to imitate the probabilistic nature of
project networks throughout the search of optimal
solutions. The approach provides more realistic
solutions for construction time-cost trade-off
problem under uncertainty.

They also demonstrated that GAs can be
integrated with simulation techniques to provide
an efficient and practical means of assessing
project time and cost risks.
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(Li e. al, 1997) also introduced a genetic
algorithm model to solve time-cost trade-off
problems with less computation time of (Feng et.
al., 1997)

(Hegazy, 2002) also developed GA model to
solve time-cost trade-off problems and was able to
minimize the number of calculation used to find
the solution. Also he was able to present a
computer program to solve TCT problems for
both researchers and planners.

Despite its benefit, the time taken by a GA model
to generate a near-optimum solution can be
excessive. The main drawback of the GA-based
applications is that they require large
computational time for the search (Feng et. al.,
1997), and (Ng. et. al, 2008).

Another major drawback of GAs have to do with
genetic drift which is typified by the existence of
multiple peaks of equal height. When genetic drift
occurs, it will converge to a single peak due to the
stochastic errors during processing, and this is
undesirable for any multi-objective TCO
problems (Feng e. al., 2000), and (Zheng et. al.,
2004).

GAs have been used extensively in the last decade
to solve the TCT problem as mentioned above but
Except for GA, other EOA techniques were
inspired by different natural processes including
the Ant Colony Optimization (ACO), Memetic
Algorithms (MA), Particle Swarm Optimization
(PSO), and Shuffled Frog Leaping Approach
(SFL) etc. that were employed by (Elbeltagi et.
al, 2005) for solving discrete time—cost trade-off
problems.

(Elbeltagi et. al, 2005) developed five TCT
models using all types of EOAs and provided
better optimal solutions. They also conduct
benchmark comparisons among the five
algorithms  for discrete time-cost trade-off
problem to check the algorithm efficiency, in
terms of processing time, convergence speed, and
quality of the results. Based on this comparative
analysis, some guidelines for determining the best
operators for each algorithm were presented.
Although TCT problem has been extensively
examined, all the researchers’ only focused on
minimizing the total cost for an early completion.
This does not necessarily convey any reward to
the contractor. However, clients and contractors
are more concerned about the combined benefits
and opportunities of early completion as well as
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cost savings. This has led to the development of
the TCO concepts (Zheng et. al., 2005), and (Ng.
et. al, 2008).

TIME-COST OPTIMIZATION:

The time-cost optimization (TCQO) problem is a
multi-objective problem, which attempts to strike
a balance between resource allocation costs and
project schedule duration. TCO also is one of the
greatest challenges in construction project
planning, since the optimization of either time or
cost would usually be at the expense of the other
(Afshar, et. al, 2009),and (Kalhor et. al, 2011).
The goal of TCO is the same goal of any multi-
objective optimization problems, which is to find
the best compromise between multiple and
conflicting objectives. In  multi objective
optimization, there is more than one solution
which optimizes simultaneously all the objectives
and there is no distinct superiority between these
solutions. Therefore, we face a set of non-
dominated solutions in these problems called
Pareto optimal. Among the feasible solutions, a
solution is identified as dominant if it is better
than all other solutions in all of the considered
objectives simultaneously. Among the feasible
solutions, those belonging to Pareto front are
known as non-dominated solutions, while the
remainder solutions are known as dominated.
Since none of the Pareto set solutions is
absolutely better than the other non-dominated
solutions, all of them are equally acceptable as
regards the satisfaction of all the objectives (Feng
et. al., 2000), (Zheng et. al., 2005), and
(Kasaeian, et. al, 2007).

Time-Cost Optimization Models:

There are only few researches on TCO subject
and they are summarized as follows:

(Zheng et. al., 2004) used GA and Pareto front
approach; they developed a new algorithm for
optimizing construction time-cost decisions. Their
algorithm shows its efficiency by searching only a
small fraction of the total search space. Its
accuracy was verified by only small problems.
(Zheng et. al., 2004) compared their multi-
objectives modified adaptive weight approach
model with the previous single-objective models
(Hegazy, 2002); The test results of the
deterministic scenario confirm that the new model
can correctly locate the non-replaceable points on
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the segment of Pareto front within the limitation
of time and cost.

They revealed that the model provides managers
with greater flexibility to analyze their decisions
in a more realistic manner.

Later on (Zheng et. al., 2005) applied a fuzzy sets
theory to the original model to simulate
uncertainty and produces better results especially
as the risk increases, though it is not without
weaknesses

Their model has significantly reduced the number
of solutions generated for decision support, which
is essential to multi-objective optimization, they
proposed further refinements that are necessary to
improve its efficiency when applied to large and
complicated projects.

(Kasaeian, et. al, 2007) introduced a TCO model
using Gas and a novel technique called Non-
dominated Archiving to find the optimal
solutions. Their model presented better solutions
when compared to (Zheng et. al., 2005) with
relatively higher computations.

(Xiong, et. al, 2008) presented a multi-objective
TCO model using ACO as a searching tool,
optimal  solutions  were generated, and
outperformed (Zheng et. al., 2004) GA model
results.

(Ng. et. al, 2008) also used ACO to find Time
and cost optimality, the model was formulated
and implemented on a commercial planning
software. When performance compared with
(Zheng et. al.,, 2005) model on large scale
problems, results reveled better solutions for ACO
model.

(Afshar, et. al, 2009) Adopted (Kasaeian, et. al,
2007) Non-Dominated Archiving technique and
developed TCO model using multi colony ant
algorithm. Results comparison with (Ng. et. al,
2008) model favored Non-dominant model, but no
improvement in the solution from the original GA
model, with the same calculation time.

Time-Cost Models can be summarized in Table 1

MODELING TCO

To solve the TCO problem, project network for
TCO must be considered as a graphic network.
Firstly the project is converted to an Activity-On-
Arrow (AOA) network as shown in Fig. (1). The
performance of ACO algorithms in TSP can be
seen as a reference for ACO-based TCO model.

In this network, the events (1, 2, 3... etc.) could
be regarded as nodes and the different options for
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each activity linking them would be the “distance”
between these nodes.

Activity B in Fig. (1) could be taken as an
example, there are three method options to
complete this activity and they could be marked
as B1, B2 and B3, and they are the different
“distance” from event (Dto event (4). Therefore,
in ACO, the ants will travel from the first event
(Dto the event (7)with proper options selected for
each activity.

Like the shortest tour being set as the objective in
TSP, the objectives for TCO would be the
minimal time and lowest cost. On the other hand,
there are many differences between TSP and
TCO, for example, ants should not come back to
the starting points in TCO which is otherwise
necessary in TSP; despite the numerous
differences, ACO could competently handle TCO
problems.

MODEL DEVELOPMENT
To create an efficient optimization tool for Time
and Cost and by considering the needs of the
decision maker an evolutionary based model is
created and developed, taking into account the
strength and weaknesses of previous methods
stated in the literature review for making this
proposed model.
The developed model will transform time and cost
from single option in an activity to optimum
solutions that a construction project could be
executed.
The model development process is divided into
five important parts

Q) Fitness function.

(i)  Time and cost functions
(iii)  Ant Colony Solution Algorithm ACSA
(iv)  Pareto Front

e Fitness Function

Fitness Function (F.F.) represents planners and
decision maker’s goal or what their needs are. To
address a multi-objective optimization problem
such as time, cost and to properly evaluate the
solutions generated by the ACO, the fitness
function consider both objectives and must be
calculated during the ant colony solution
algorithm part.

The FF. used is called Modified Adaptive Weight
Approach (MAWA) which integrates both time
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and cost into one single function and prioritize the
time and cost according to the solutions found by
the ant colony solution algorithm part,
accordingly to be used again in the algorithm for
evaluating these solutions and finding the best ant
in any iteration of the model calculation.
This approach is effective and able to optimize
time and cost concurrently and generate optimal
solution (Zheng et. al., 2004),and (Kalhor et. al,
2011).
The weights can be calculated using (Zheng et.
al., 2005) equations :

° If Ztmax — Ztmm and Zcmax — Zcmm:
Where:
Z™, Z."™ : maximal value for the objective of
time and total cost in the current iteration.
Z™, Z™ : minimal value for the objective of
time and total cost in the current iteration.
W, =W, =0.5(eq.1)
Where:
W, W,: the adaptive weight for the objective of
time and total Cost. _

° If Ztmax - Ztmln and Zcmax :,é Zcmm:
W;=0.1, W, =0.9 (eq.2)

° If Ztmax :,é Ztmm and Zcmax - Zcmm:
W;=0.9, W.=0.1 (eq.3) _

° if Ztmax ;é Ztmm and Zcmax 71__ Zcmm:

V.= z, TN F
=

z, mn.::_zr min I"FG = Z, mn::_z'__ min (eq4)
V=V +V; (eq.5)

W Ve
We= W=

Vv
Where:
V,, V¢, V represent Time, Cost, and project Value
respectively.
This approach will generate optimal solution and
will optimize both time and cost simultaneously.
The F.F. for any ant (k) in any given iteration will

be: .

Zpt —ZH k) +R
FOO = W, Sy g
(eq.7) (Zheng et. al., 2005)
Where:
Z; (k) and Z; (K) is the time and cost function for
ant (k) in the current iteration.
R is a positive random number between 0 and 1.
This approach imparts the ACO with greater
freedom to search in the multi-objective space that
overcomes the drawbacks of single objective and
hill-climbing algorithms.

(eq.6)

M _F (kR
+ I"l":: Enn.:: 'Em"l
Zmax_z Milep
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These weights will guide the algorithms to search
through a wider range against the objectives that
have a relatively small exploration space in
previous generation.

Time and cost Functions

To calculate Z; (k) & Z. (k) and prepare the
necessary data to find the Non-dominant solution
using Pareto front, two objectives were used for
time and the total cost designed for this purpose
Time objective function

2.() = Maxg,ep| ) %1 |(eq.8)
iEPy
(Researcher)
Where:

t;;~ : Execution time of option j in the activity i
selected by ant k.

':.:;.{} . Index used to verify which option the ant
selecteg to execute, if gnt k selects option No. 4
then x' = 1, if not s = 0.

X

Pp: Activity Sequence of certain path.
P: All the Paths in the network.
Cost Objective Function

Zclk) = [Z C;}k}x;}k} + Z,(k) (fc}] (eq.9)
iEL
(Researcher)
Where:

;f.‘} : Execution direct cost of option j in the
activity i selected by ant k.
IC: project indirect cost rate.

L: number of project total activities.

c

Ant Colony Solution Algorithm

This process is the key to find the optimal
solutions and the beating heart (core) of the
developed model that the decision makers need. It
transforms the time and cost from being a single
option in one activity to an optimal solution
consisted of set of best options to execute the
project with, throughout a sequence of intelligent
and efficient steps to select the best option
combinations and constantly update the resulted
best solution found yet.

The closed cycle of searching, communicating,
evaluating, and learning is the reason of solution
continuous improvement. it is in a sensible
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balance between exploration of other solutions
and exploitation of existing ones.
The Algorithm used in this model is ACS, due to
its robustness in finding the shortest path and its
low deviation from the optimal solution.
The ant colony solution algorithm is based upon
(Dorigo et. al. 2004) ACS algorithm modified
and developed to deal with construction projects
networks ant to solve TCO
The ant colony solution algorithm contains four
main steps :

1- Initiating ACS parameters

2- Creating the solutions

3- Path retracing and pheromone updating,
Figure (2) shows how and where the model
development steps proceeds and interacts with
each other

1- Initialization of ACSA parameters
Depending on (Dorigo et. al., 2004) and after
conducting Parameter Sensitivity Analysis the
necessary parameters are set to start ACSA:

m: is the number of ants in each iteration

t: no. of iterations in the model (optional)

L: no. of activities the user input

n: no. of options in each activity the user input

a: Coefficient represent the importance of the
pheromone value (1)

B: Coefficient represent the importance of the
heuristic value ()

10: initial pheromone value

p: global pheromone evaporation rate (0<p<1)

e: local pheromone evaporation rate(0< € <1)

g0: factor of the pseudorandom proportional
action choice rule (0< g0<1)

Table (4.1) represents the parameters set by the
researcher as the optimum parameter between
exploration and exploitation; other parameters are
variables and depend upon time-cost data that the
user inputs (user oriented).

2- Creating the Solution
The strategy of the algorithm is to exploit
information gathered from pervious iteration
(pheromone trails) (tj) and heuristic information
(mi) calculated from input variables (option
constructional properties) to construct candidate
solutions and fold the information learned from
constructing solutions again.
This step of the modeling starts by randomly
generating solution wusing the first iteration
(colony) to explore the environment and starts
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learning what a good solution is. By evaluating
the outcome of this iteration using MAWA to find
the best solution, and then direct the next iteration
(colony) towards the best solution found so far.
Fig. (2) shows that projects will have L activities
where each activity has nL possibilities
(construction options). To execute the selected
activity, the model will have t number of
iterations (colonies). In any colony there are m
ants which will travel through the network to
generate optimum solutions, This is the model
complexity where Ant Colony Solution Algorithm
can manage it efficiently yet it is easy for any user
to use.

The bold line in fig. (3) represent the path taken
by ant (K) selections and when the ant reaches the
finishing point it will have a discrete time-cost
solution. ACSA choices will be compared with
other ants that crossed different paths to finish the
project (each ant represents a candidate solution).
it can be seen that the ant does not travel from an
activity to the next activity according to the
network dependency no matter what they are
(finish to start, start to start, start to finish, finish
to finish). Ants travel in a numerical order, the
model manage the ant solutions and transform the
ant selected option to a candidate solution with
respect to the activity relationships that the project
is subjected to.

Ants select an option from n options by
performing pseudorandom proportional rule ,
when the ant travel throughout the project
network it will perform the same rule for every
activity until all the activities have been passed.
Pseudorandom proportional rule:

Option; = ]{ MM'{[TEJ']E[WEJ]L{} ifq =q0;

otherwise,
(eq.10)
Where:
qg: random variable between [0,1]
g0:  tunable parameter.
J: variable  generated using  random
proportional rule (eq.12).
Tyt pheromone value of activity i option j .
L heuristic value of activity i option j and
calculated according to this equation :
1
Ny = ———— (eq.11)

Costjje time;j
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Fig. (4) depicts the variables in one single option
(J) to execute an activity in a project, the figure
also shows the variables that are subjected to
change during model calculations from those
which will not change. The construction variables
(time and cost entered by user for this option)
generates the ACSA (heuristic value and the
pheromone value will be generated by the
algorithm  according to  equations 11,
13,and15)respectively.

Random proportional rule:

x 2
k_ [T:'_:l'] ["'T:'_:l']
ij o

E}'Enf‘[Tf}'] [ﬂf}'

Ant selects an option by generating a random No.

(9) uniformly distributed between [0,1] where it

is compared to q0 (0<q0<1).

If q<q0, the ant selects the option with the higher

value of both pheromone and heuristic value

(using eg. 4.10); otherwise, the ant selects option

from probability distribution created using (eg.
12)

]B‘ (eq.12)

3- Path Retracing and Pheromone Updating

This step contains two of the most important
concepts in ACO (learning and communicating),
which will contribute in improving the solution
and exploring the solution environment, either by
increasing the confidence in an option to become
the most desirable choice or decrease it. This
option will be the less desirable and almost
neglected, without this step the solution will not
change or improve.

The updating and evaporating occur only for the
options selected by at least an ant, otherwise no
changes will occur.

Pheromone Updating is divided in two types:

1- Local pheromone update: It retraces the
ant k path and updates the pheromone value of the
ant selection by applying equation (13). The
importance of the local updating lies in using
local evaporation rate to minimize the pheromone
value of this option. To make this option less
desirable for the ants in the same iteration, so they
will not follow this ant directly to avoid premature
convergence of the solution.

Therefore, achieving the maximum exploration
possible in each iteration to and seek other
options.
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1;;(t) = (1 — &)ty + 2.10(eq. 13)

Where:

e: local evaporation rate (factor used to minimize
the pheromone value of the selected option)

70: initial pheromone value of activity i and
calculated by applying this equation:
1

} {eg.14)

TGE' = : -
L« mln'[tame}- * COSt;

The activity option which have min. (time * cost)
will be selected to calculate the initial pheromone
value because it has a rough estimation of the
good solution.

T :pheromone trail of activity i option j in the
previous iteration.

7j(t): pheromone value of activity i option j in this
iteration (t).

2- Global pheromone update: When all the
ants of the colony (in single iteration) travel the
network and generate discrete solutions, the
algorithm points the ants of the next colony
(iteration) to the path that achieved the best
outcome so far by updating only the path of this
ant, the so called iteration best solution or the
iteration best ant which got the lowest value in the
F.F.

The global pheromone updating is done according
to the following equation:

Tf}'(tj = (1 - P}Ti_;l' + p‘ﬂ'T (Eq 15}

Where:

p: global evaporation rate

At: pheromone updating value for the option
selected by the best ant in this activity and this
iteration, calculated according to the following
equation:

At = F.F.gs tﬂaiue{eq' 16)

F.F.gs value: result of the best ant Fitness function
calculation.

This step is repeated for each activity until
finishing the best ant traveling throughout its
project path. When the next iteration starts the
pheromone value in this option combination will
be relatively higher and will lead to more ants
selecting these options.

Optimal Non-Dominant Solution(s) Using
Pareto Front

In this step of the model development, the

solution will be classified into optimum and not
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optimum to give the decision maker only the
optimum solutions to be used. A solution pool
created to contain the outcome of the Ant colony
solution algorithm, as shown in Fig.(5).
In each iteration ten solutions will be generated (if
the recommended parameter setting used) and
these solutions will be added to the solution pool
and then by applying Pareto front only the
optimum solution will be selected.
For the next iteration there will be ten more
options, If any new solution (x*) is better than
that exists Pareto Front solution(x) with at least
one objective, then the solution will be compared
according to the performance of the other
objective; otherwise, the new solution will be sent
to the solution pool so as to reduce the
unnecessary calculations.
But when a new solution is better than an existing
PF selected solution for both objectives (time and
cost) the inferior solution will be sent back to the
solution pool. When the model stops, there will be
only dominant optimal solutions left in the PF
Pareto Front constraints are:
If (x*) cost > (x) cost and (x*) time < (x) time =
add x* to Pareto front
If (x*) cost < (x) cost and (x*) time > (x) time=>
add x* to Pareto front
If (x*) cost > (x) cost and (x*) time > (x) time=>

add x* to solution pool
If (x*) cost < (x) cost and (x*) time < (x) time=>

add x* to Pareto front
add x to solution pool

MODEL EVALUATION

Model outcome tested and compared with
credible and reliable references to confirm and
validate the performance with other models.

This problem first will be applied to test the
performance of the developed model, including
seven activities problem presented by (Feng, et.
al., 1997), Table (3) represents the construction
values of the problem, containing time and cost
for each alternative option in every activity, and
Fig. (6) represent the network of this problem, and
the indirect cost was 1500%/day.

The activities contains 3 to 5 possible options
(alternative), so the problem complexity will be
[(3"5) * 4 * 5] = 4860 possible solutions.
Although the project activities are only 7 but the
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problem complexity is considered as medium for
civil engineering problems.

The project critical path calculated first to find the
normal duration and for that the options selected
were the normal time/normal cost, and the project
time was 105 days, and 253700 $.

And after using TCO model the highest value of
time was 68 days, and the cost was 220500$.
From the total cost 0.15%, and 54.4% of the
project time were saved by using optimized
values. This is achieved by using the saved the
indirect cost to use more advanced equipment and
increase the number of the crews or labors in the
construction work, or a different construction
method may be used.

As we can see from Table (4), the maximum
possible total cost reached was 233500% and it
remains below both time and cost of the normal
duration.

The comparison of the developed model solutions
with two TCO models presented by (Zheng,
2004) using GA and (Xiong, 2008) using AS
algorithm, is shown in Table (5).

By comparing the solutions of this problem with
other reference solutions, the developed model
shows the ability to generate global optimal
solutions with an incredibly small time of 1 sec.
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using only 10 ants in 20 iterations while Xiong
ACO model used 40 ants and 40 iterations to
achieve the same solution, and Zheng used 5 as a
population size in each of the 5 generations
(iterations).

The developed model efficiency showed by
searching only 4% of the possible solution
[200/4860] and generated the global optimal
solutions.

CONCLUTIONS

Ant Colony Optimization was able to generate
optimal solutions in a fast and accurate way.

The developed model was able to generate global
optimum solutions with less iterations and faster
time compared to well-known time-cost
optimization models.

Time and cost was optimized without dominating
to only one function.

Time was saved by 54.4% while cost was 15%
saved using the developed model.

Time-Cost Optimization Have A Great Effect On
Lowering The Construction Time And Cost Of
Construction Project In And Overcome The
Delays And Cost Excess That Could Occurs
During The Execution Of Any Construction
Project
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LIST OF ABBREVIATIONS

ACO: Ant Colony Optimization

ACS: Ant Colony System

ACSA: Ant Colony Solution Algorithm

AOA: Activity on Arrow

DC: Direct Cost

FF: Fitness Function

GA: Genetic Algorithm

IC: indirect cost rate.

MA: Memetic algorithms

MAWA: Modified Adaptive Weight Approach

PF: Pareto Front

PSO: Particle Swarm optimization

SFL: Shuffled Frog Leaping

TCO: Time-Cost Optimization

TCT: Time-Cost Trade-off

cfjk ) : Execution of direct cost of option j in activity i selected by ant (k)
J: Variable generated using random proportional rule

K: Random ant

L: Total number of project activities

m: The number of ants in each iteration

n: No. of options in each activity the user input

P: All the Paths in the network

Py Activity Sequence of certain path

g: Random variable between [0< q <1]

qo: Factor of the pseudorandom proportional action choice rule [0<g0<1]
R: Positive random number between [0< R <1]

S: Total number iterations

T: No. of iterations in the model (optional)

t'.:k:' Execution time of option j in activity i selected by ant (k)

V4, V., V:  Value of Time, Cost, and Project, respectively
W, W, Adaptive weight for the objective of time and total cost

xgk ) : Index used to verify which option the ant selected to execute

Z. (K): Obijective function of cost for ant (k) in the current iteration

Z; (k): Objective function of time for ant (k) in the current iteration
max

? max. Maximal value for objective of time and total cost in current iteration
C
min

? min Minimal value for objective of time and total cost in current iteration
C

o Coefficient represents the importance of the pheromone value (t)

B: Coefficient represents the importance of the heuristic value (1)

At Best ant pheromone updating value

€ Local pheromone evaporation rate [0< ¢ <1]

r'Iij5 Heuristic value of activity i option j

p: Global pheromone evaporation rate [0<p<1]
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Fig. (1): TCO Project (AOA Network).
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Fig (2): Developed Model Flowchart.
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Activity 1 (option no.) . 1(1) 1(2)

1(3) 1(4) 1(j) 1(n1)
(3) __ . 4) ‘ (i) 2(n2)

Activity 2 (option no.) . 2(1) 2(2)

3(4) 3(j) 3(n3)

Activity 3 (option no.) 3(1) 3(2)

Activity 4 (option no.) ., 1 4(2)

Activity 5 (option no.) 5(1) 5(2)

Activity i (option no.)

Activity L (option no.)

: X d
@L /
=
=
=

=
=}
2

Fig. (3): Graphical Representation of Ants’ traveling through construction projects Activities
(Researcher).
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Pheromone

E Don’t need updating

Always need updating

Fig. (4): Option j Variables (Researcher).

Time

Pareto Front

solution

Inferior (not optimal)
solution

Solution
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Fig.(5): Pareto front and solution pool.
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Activity 2
Activity 5
Activity 1 » Activity 3 Activity 7
Activity 6
Activity 4 /

Fig. (6): Network representation of the 7 activity reference problem.

Table (1) Time-Cost Models (Researcher)

Time-Cost Trade-off

Time-Cost Optimization

Heuristic Models

Evolutionary-Based

Evolutionary-Based

Structural
Interpretation
(Prager, 1963)

(Kelly, 1961)

Mathematical Models Optimization Optimization Algorithm
Algorithm Models Models
Linear Programming Genetic Algorithms Genetic Algorithms

(Feng et. al. 1997)

(Zheng et. al. 2004)

Zero-One Programming
(Patterson, 1974)

Genetic Algorithms
(Feng et. al. 2000)

Genetic Algorithms
(Zheng et. al. 2005)

Cost Slope
(Siemens, 1971)

Dynamic Programming
(Robinson, 1975)

Genetic Algorithms
(Li et. al. 1997)

Genetic Algorithms
(Kasaeian et. al. 2005)

Effective Cost Slope
(Goyal, 1975)

Linear Programming
(Handrickson, 1989)

Cost Slope
(Al-Samaraai,
2005)

Linear/Integer
Programming
(Lui, et. al. 1995)

Linear Programming

(Chassiakos et. al. 2005)

Genetic Algorithms,
Particle Swarm,
Ant Colony,
Shuffled Frog Leaping
and Mimetic
Algorithms
(Elbaltagi, et. al 2005)

Ant Colony Optimization
(Xiong, et. al. 2008)

Ant Colony Optimization
(Ng, et. al. 2008)

Ant Colony Optimization
(Afshar, et. al. 2008)
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Table (2): Model recommended parameters (Researcher)

Parameter Value Parameter Value
m 10 P 0.002
o 1 e 0.1
B 2 q0 0.4
Table (3): Reference Problem (7 Activity) (Feng, et. al., 1997)
Option No.1 Option No.2 Option No.3 Option No.4 | Option No.5
Activity Preced :
€NCe | Time Time Time Time Tim
(Days Cost (Days Cost (Days Cost (Days Cost e Cost
(%) (%) %) ) %) (Days %)
1-Site Preparation - 14 23,000 20 | 18,000 | 24 | 12,000 - - - -
2-Forms and rebar 1 15 3,000 18 2,400 20 1,800 23 1,500 25 | 1,000
3-Excavation 1 15 4,500 22 4,000 33 3,200 - - - -
4-Precastconcrete |1 | 45 | 45000 | 16 | 35,000 | 20 | 30,000 | - - - -
girder
5-Pourfoundation | 55 | 5 | 90000 | 24 | 17,500 | 28 | 15,000 | 30 | 10,000 | - -
and piers
6-Deliver PC 4 | 14 | 40000 | 18 | 32000 | 24 | 18000 | - ; S -
concrete
7-Erect girders 5.6 9 30,000 15 | 24,000 | 18 | 22,000 - - - -
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Table (4): Option selection and solution generated for the 7 activity reference problem
(indirect cost is 1500$/day)

Project | Project Options selected by the model to execute the
Solution | Time | Total Cost corresponding activity

(Days) (€3] 1 2 3 4 5 6 7
1 60 233500 1 11 1 1 3 1
2 62 233000 1 1] 1|3 2 2 1
3 63 225500 1 11 2 2 3 1
4 67 224000 1 1 /1] 3 3 3 1
5 68 220500 1 1 /1] 3 4 3 1

Table (5): Solution comparison of (7activity) reference problem

Zheng Model 2004 Xiong Model Developed Model
Time Total cost Time Total cost Time Total cost
(Days) ©) (Days) ), (Days) ),
66 236500 60 233500 60 233500
73 251500 62 233000 62 233000
84 251000 63 225500 63 225500
- - 67 224000 67 224000
- - 68 220500 68 220500
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ABSTRACT

The main objective of present work is to describe the feasibility of friction stir welding (FSW) for
joining of low carbon steel with dimensions (3 mm X 80 mm X 150 mm). A matrix (3x3) of welding
parameters (welding speed and tool rotational speed) was used to see influence of each parameter on
properties of welded joint .Series of (FSW) experiments were conducted using CNC milling machine
utilizing the wide range of rotational speed and transverse speed of the machine. Effect of welding
parameters on mechanical properties of weld joints were investigated using different mechanical tests
including (tensile and microhardness tests ). Micro structural change during (FSW) process was
studied and different welding zones were investigated using optical microscope. The stir welding
experiments conducted that show the low carbon steel can be welded using (FSW) process with
maximum welding efficiency (100.02%) in terms of ultimate tensile strength using best result of
welding parameters (700 RPM, 25 mm/min, tool rotational speed and welding speed respectively and
0.2 mm plunging depth of welding tool) ,there is afirst time that we obtain the efficiency reach to
100.02 % to weld this type of low carbon steel by FSW. The corrosion resistance was measure which
is the new test on the welding by this way and we obtained different result from the result on
traditional welding processes and the result that obtained show the corrosion resistance for this
welding plate better than the base metal. Maximum temperature has been calculated numerically by
using the ANSYS program. The obtained peak temperature is 1102°C, A percentage minimum of the
melting point .

KEYWORDS : FSW, Mechanical properties, FEM simulation .
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1 INTRODUCTION

Exploration for welding process is expanding , one two plates were joining with the friction stir
of the welding process is (FSW) , It is a modern welding.
method to joint parts as a solid state welding The plates were manufactured to get minimum
process , anon consumable tool used . The tool faults which affect on the quality of welding.
have large diameter called shoulder and small Chemical analysis has been conducted in the
diameter called pin . And by the friction between Specialized Institute for Engineering Industries for
the piece and shoulder the heat will be these plates.
generated_There is some of ad\/antages in We|d|ng The table 2 shows the chemical CompOSition for the
rejoin such as reduced of porosity ,lower distortion Steel plate that used in present work.. Welds were
and shrinkage. (Thomas 1991).( Scott M. 2005 ) made in the butt-joint configuration on samples
present tool geometry and process parameters for typically.The dimensions 150 mm length and 80
PCBN tool . (Thomas 1991) describe the tool and mm width. The shoulder diameter used (16 mm),
equipment required to study FSW .(Naiyi 2004 The length of the pin was approximately (2.6 mm).
)study the FSW of Mg alloy .(Takehito 2006) tried A Tungsten carbide (WC) tool was used. Table 2
to joint dissimilar metal such as Al to steel. (Tery gives the FSW parameters for low carbon steel.
and 2003) focused on heat flow in FSW The Vickers microhardness of the weld have been
tool.(X.K.Zhn 2003) simulated temperature and measured in the center of the thicknessin the
stresses in FSW for stainless steel . ultrahigh addvancing side. Tensile specimens were prepared
carbon steel during FSW was applied by (Y.S. Sato accordance to ASTM E8.
2007).( T. Saeid 2008) focused on the welding
speed and it is effected on the properties of stir 3 RESULTS AND DISCUSSION
zone . 3.1 Fsw Joint
It is clearly seen that sound joints are obtained up
2 EXPERIMENTAL PROCEDURES to the welding speed of 50 mm/min. However, at a
higher speed of 150 mm/min, a groove-like defect
An overview of the used FSW tool is shown in is observed in the joint advancing side figure 3.
figure 1 quantitative information can be illustrated This defect can seriously degrade the mechanical
in Table 1. The tool is fitted into a tool holder and properties of the weld metal. Previous studies
linked to the machine spindle. The tool is rotated revealed that groove-like defects are primarily
clockwise as seen from above the weld. formed when the heat input during FSW is
(FSW) were produced on plates A516 low carbon insufficient. In this situation, the material could not
steel (3 mm thick). The plates of Low Carbone easily flow to fill up the gap generated by the tool
Steel were prepared with the dimensions pin. As will be describedin subsequent section, one
(160mmx80mmx3mm) as shown in figure 2 .Each of the key parameters that have an essential

influence on the heat input is the welding speed.
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With increasing the welding speed, the heat input
would be decreased gradually up to a limit that the
generated frictional heat is insufficient to allow
viscoplastic material flow and therefore, the
groove-like defect is more likely to occur.

3.2 The Weld Thermal

The temperature distribution varies in time and
space; hence a three-dimensional, transient,
isotropic solid with moving heat source model was
used to simulate FSW thermal process. The
conservation of energy in a differential form can be
written as (ANSY'S v.10),(John 2005).

oT *T o°T o°T)
c,(M—=k(M| —+—+—1|+ 1
pc,( )at ( )(axz Y azzJ Q

Where: P - density
cp(T) : specific heat
T :temperature

t is time

k(T) : temperature

Q is rate of heat generation

Temperature dependent thermal properties. Three
boundary conditions associated with equ. (1) as
shown in figure (4 ). The first is the energy loss by
heat convection which is defined by

QCOHV = hC (T _Ta ) (2)

Where:

Qconv: energy loss of by convection per unit area.
hc: coefficient of the heat transfer (h=30 W/m2 °C
T: absolute surface temperature.

Ta: absolute ambient temperature (Ta=298 °K).

The equivalent convection coefficient for the

workpiece/backing plate interface is calculated by

(Frigaard 2001),(Hwanga 2008)

Q=h{ -T.) ®
Where: Qb: energy loss of by convection per unit
area.

hb: convection heat transfer coefficient. (h=350

W/m2 °C).
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The third type is the radiation heat loss which is
defined by

Qrad = eFO—SB (T ‘ _Ta4) (4)

Where: Qrad: energy loss of by radiation per unit
area.

e: effective emissivity of radiant surface (e=0.5).

F: radiation view factors (F=1).

oSB: Stefan-Boltzman constant

(6SB =5.67x10-8 W/m2 °K4).

The heat generation during friction- stir is difficult.
And in general we note that the total heat generated
frome the shoulder may be used to compensate for
deformation heat generation; this could be done by
an adjusting coefficient of friction. Friction is a
complex physical phenomenon that depends on
parameters like material, surface roughness,
lubrication, temperature and pressure Frictional
heat generated by the shoulder face may be
derived, where area element on shoulder face is:

dA=2zrdr (5)

Frictional torque required is given by:

dM =u PrdA =2z uPrédr g

Where: M : torque

u is the friction coefficient

P is the interfacial pressure
Frictional heat for the shaft rotating at rubbing
angular speed of (1-6)w is:

dQS:(1_5)6‘)dM:27T(1-5)a),uPr2 dr (7)

where & is the slip factor that compensate for
tool/material relative velocity. Typical values for
slip factor found in literature ranges between 0.6,
0.85 (Takehiko 2006). Total frictional heat of
shoulder will be:
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Q, = fdQS :gﬂ(l-é)a)yPRg 8

0

In similar concept, heat generated by lateral surface
of the pinis :

Q,=27(1-0)ouPL, Rs 9

Total frictional heat generated by the tool is the
summation of equ. (9) and equ. (10) which is:

QT:2ﬂ(1—§)qu[%§+ L, er)J (10)
During the process the tool travels at a constant
speed (Vt). This motion was simulated by changing
heat source location, as shown in Figure 5.
according to the following equation:

Xitl=Xi+VtAt for Li<X<Lw (11)

Where At is the time required for the tool to travel
from location Xi to Xi+1, (i.e. element size) and Vt
is the tool traveling speed

Li : Welding Starting position = 2* Rs.

Lw: Weld length

.Final comments may be mentioned regarding
ANSYS  program  description. The three
dimensional element “SOLID70”, shown in Figure
(6), selected in the thermal model. “SOLID70” has
a 3-D thermal conduction capability. The nodes has
asingle degree of freedom and each element has 8
nodes . The applicable is 3D transient , steady state
analysis. In order to include radiation heat transfer,
the element “SURF152”, Figure(7), was used with
extra node option. It simulates radiation heat loss to
a space node and is applicable to 3-D thermal
analyses.

One of the two classes of radiation systems must
be specified in ANSYS, either open radiation
system or closed one. In case of an open radiation
system (in contrast with closed radiation system),
in which no surfaces that receive the radiated
energy can be specified, a space node should be
defined. Space node serves to absorb all radiated
energy (ANSYS v.10). Space node temperature
was used same as the ambient temperature.
Element type “SURF152” was used to simulate
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radiation and convection heat loss, where it was
overlaid on the free faces of element “SOLID70”.
The peak temperature obtained is 1102°C as
shown in figure 8 , The material properties as
shown in table (3).

3.3 Tensile Test

To investigate the effect of different welding
parameters on tensile strength of welded joint,
tensile tests have been conducted using specimen
for each of the welded joints. Tensile specimens
were machined from the welds according to the
ASTM sub-size specimen geometry shown in
figure (9), such that the weld nugget was positioned
in the middle of the specimen gage length
(transverse specimen).

The test results have been compared with the base
metal .The competence for friction stir welding
have been calculated for each experiment as
follows:.

Joint Efficiency = test of tensile strength / ultimate
tensile strength (Base metal).

Frome the results noticed that the mechanical
properties affected by welding parameters
(rotational speed and welding speed) for welded
plates.

On my view to obtain high quality of (FSW)
welded joints with high mechanical properties i.e.
high welding efficiency; the main welding
parameters(rotational speed, welding speed) must
be carefully selected to obtain high efficiency as
shown in table (3), the tensile tests strength and its
efficiency are decreased directly with increasing of
welding speed.

In this work the selscted metal gives high welding
efficiency when welded using (700 RPM rotational
speed, 25 mm/min welding speed) that get
(100.02%) welding joint efficiency.There is afirst
time that we obtain the efficiency reach to 100.02
% to weld steel by FSW. Frome Figure (19-12)
which explain the relation between the welding
speed of welding tool and tensile strength for the
same rotational speed ,as welding speed
increase(more than 25 mm/min) the tensile strength
decrease for the same rotational speed due to
decrease in heat generation.
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3.4 Corrosion Resistance Test.

The current and potential had passed (-309.4 mV)
and (565.91 nA/cm?) are respectively. The
experiment had required tol5 minutes.The
electrochemical cell show that the penetration loss
for welded plate are less than the base metal see
table 5 .So The corrosion resistance of base metal
is lees than stirzone. There are two reasons to
interpret these results. Firstly, because there is a
change in microstructure and the grain size of stir
zone is finer than that of base metal. Secondly, the
temperature of friction stir welding is less than the
melting point so this degree make a heat treatment
(stress releave) to the welded plate . The results
that appear in the form of a curves in the computer
as shown in figure (13) and figure (14) .

3.5 Microhardness Results

The microhardness was measured from center of
welding to the base metal at a spacing of (Imm).
Microhardness results show that an increase in
hardness values in the stir zone . The increased
values are probably because of to the dislocation
density of the weld nugget . Another reason to
increase the hardness because of the small grain
size of perllite phases in the stir zone. For each set
of measurement (see Table 6) the micrhardness is
decreased with increasing the welding speed
because the peak temperature decreased with
welding speed increasing. Hardness profiles for
each welded samples are shown in Figs.(15-22).

3.6 Microstructure Results

The effect of friction stir welding on the material
combines heat flow and plastic strain.The heat
generated by friction between the tool shoulder and
the top of the sheets, and plastic flow by the
rotation of the pin tool. These thermo-mechanical
condition vary through the joint. The weld region
displayed several microstructurally distinct regions
including the stir zone(nugget zone),(along the
weld  centerline),a  grain-coarsened  region
(surroundingthe stir zone), a grain-refined region
(encompassing the grain-coarsened region). The
figures (23,24 and 25) show that there is no change
in the phases. In other words the nugget zone and
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base metal have the same phase(pearlite+ferrite)
,But the difference is in the grains size ,shapes and
distribution which gives the difference in
mechanical properties.The pearlite has yarn shape
with homogeneous distribution in the base metal
,while it has different sizes masses and
nonhomogeneouse distribution in nugget zone. In
heat affected zone the particales of pearlite as form
homogeneouse masess

CONCLUSIONS
According to results of the present study of
(FSW) process on selected steel, several

conclusions can be writing regarding alloy
weldability,mechanical, microstructural and
modeling .

o Low alloy steel with (0.13%C) is weldable
using different (FSW) paramrters giving
different welding efficiencies.

e The maximum weld strength obtained in
this study was (437.09 MPa) or
(100.02%)weld efficiency with (14.20 %)
elongation is recorded in the weld.

e The weld region displayed several
microstructurally distinct regions, But there
is no change in the phases, In other words
the nugget zone and base metal have the
same phase(pearlite+ferrite) ,But the
difference is in the grains size ,shapes and
distribution.

e FSW defects are related to welding
parameters , defect free (FSW) welds can
be obtained using best main welding
parameters(700 RPM + 25mm/min).

o FSW for steel gives a very good corrosion
resistance with respect to the base metal.

e The peak temperature theoretically
obtained was 1102°C, which was less than
the melting point of low carbon steel.
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Greek Symbols
NOMENCLATURE
A . Cross section area of the tool v © Welding speed (mm/min).
(mm2) o) . Rotational speed (rev/min)
Cp . The specific heat (J/Kg.K) © Density (Kg/m3)
Ff . Friction force (N) P o g
: : u : Coefficient of friction.
Fn : Normal force (N).
k . Heat conductivity (W/m.k)
T . Temperature (K or °C).
FSW : Friction stir welding
160 mm
— 80mm =
3 mm
Fig. 1 Welding Tool Fig. 2 welding plate

138



Qasim Mouhamed Doos
Riyadh F. Farhan

Table 1 Details of the tool used in friction stir welding.

Tool Feature Tool Detaile
Diameter 16 mm
Shoulder

Material wcC

Base Diameter 4mm

Top Diameter 2mm

Probe

Length 2.6mm

Material wcC

Study of the Friction Stir Welding For A516 Low Carbon Steel

Table (2): The chemical composition of Plates A516 ASTM.

Sample C% | Si% | Mn% | P% S% | Cr% | Mo% | Ni% | Cu% | Al% | Fe%
Chemical 0.130 | 0.003 | 0.496 | 0.008 | 0.003 | 0.007 | 0.002 | 0.042 | 0.036 | 0.040 Bal.
composition
Qconv+Qrad
% (\SJ Qconv+Qrad
1 ? \\-\
Qconv"‘Qr j _____________________________________
/]__ ”,
e Qconv+Qrad

Qconv + Qrad %
Qback

Fig.4 Thermal Boundary Conditions.

Fig. 3 a groove-like defect
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Y- axis
Local — Moving
Coordinate
Xir1= Xj + Vi At

| |
/ - A\ \
— = - e S S
7 I L =
\s: s: As:fl X- axis
i i i
Initial i+2 Final
position position
Fig. 5 Modeling of Heat Source Movement at Different Time
Bl oP
M
@ . KL I {Extra node}
wwmgﬂu

/1

MMOP
i
Kl

J
"7 AK  Tetrahedral Option
1

@:

il
Pyramid Option

Fig. 6 Geometry of Element
“SOLID70” (ANSYS v.10)
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Fig. 7 Geometry of Element
“SURF152” (ANSYS v.10)
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Table 3 material properties for low carbon steel

Thermal Specific
Temperature
SI. No conductivity heat (J/Kg°®
(°C)
(W/m°C) C)
1 0 16 500
2 200 19 540
3 400 21 560
4 600 24 590
5 800 29 600
6 1000 30 610
:POSIE\E ANSYS
1125, l
1000 \
VALU g5 \
750, \
375 /
250 _/ I ——
TRANSIENT ANALYSIS OF WELDING (MOVING HEAT FLUX)

Fig.8 maximum temp. (K°) in center of welded line at(700 RPM+25 mm/min)
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Fig.9 ASTM (E8) Sample for Tensile Test .

Table 4 Tensile test results

Fsw Rotational Welding Tensile _ Joilgttglffr:::sl%r}cy
Exp speed speed_ strength Elongation(%) tensile strength
' (RPM) (mm/min) (N/mm?) (%)
Base . . 427.29 14.75 :
metal
FSwW1 450 25 354.64 3.55 82.99
Set 1 FSW2 450 50 141.54 1.43 33.12
FSW3 450 150 Fail Fail Fail
FSW4 700 25 437.09 14.20 100.02
Set 2 FSW5 700 50 397.00 4,29 92.29
FSW6 700 150 220 2.06 51.48
FSW7 900 25 384.72 4.95 90.03
Set 3 FSW8 900 50 325.56 5.03 76.19
FSW9 900 150 267.44 2.24 62.58
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Fig. 10 Relation between welding speed and tensile strength at 450 rpm.
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Fig. 11 Relation between welding speed and tensile strength at 700rpm.
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400 -
350

300
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Figure 12 Relation between welding speed and tensile strength at 900rpm.
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Table 5 Results of corrosion tests

Exp. NO. Weight loss (g/m?2 *d)
Base metal 4.07E.001
Welded plate 1.41E.001

Table 6 Results of Microhardness test for FSW Joints

Microhardness in the
FSW NO.
center welding (HVN)
BASE METAL 183
FSW1 255
Setl FSW2 224
FSW3 FAIL
FSW4 276
Set 2 FSW5 210
FSW6 172
FSW7 291
Set 3 FSW8 280
FSW9 258
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300
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= 150
I
100 NZ TMAZ HAZ BM
50
0
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Fig.15 Microhardness Profile in FSW1
250
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Fig.16 Microhardness Profile in FSW2
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Fig.17 Microhardness Profile in FSW4
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Fig.18 Microhardness Profile in FSW5
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Fig.19 Microhardness Profile in FSW6
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Fig.20 Microhardness Profile in FSW7
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Fig.21 Microhardness Profile in FSW8
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Fig.22 Microhardness Profile in FSW9
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Pearlite

Ferrite
(matrix)

Fig. 23 Base metal structure (X40)

Fig. 24 Nugget structure zone. (X40)
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Fig. 25 Heat effected structure zone. (X40)

() FSW4  (B)FSW5  (c)FSW7  (d) FSW1 (€) FSW8

(f) FSW9 (g) FSW6 (h) FSW2 (i) FSW3

Fig 26 Welding plates
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